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Preface

The purpose of this research has been to revisit the atmospheric nuclear test data of the

1950's and 1960's in order to gain information germane to nuclear winter. I have concen-

trated on resolving the size distribution of the debris ensemble because particle size strongly

governs the magnitude and duration of sunlight attenuation. By modeling the removal of

nuclear debris from the atmosphere, it has been possible to bound the admissible distribution

of lofted particulates. In addition, I have shown how gravitational cloud stratification

creates particle populations approximated by a power law distribution. The results should

be useful for fallout and dust effects modeling as well as nuclear winter studies. I was frus-

trated by time limitations-- there is much more to be learned from the -400 events which

have occurred in our atmosphere.

I am greatly indebted to my research advisor, Dr. Charles J. Bridgman, whose original

calculation of optical attenuation vs. particle size distribution was the genesis of this project,

and whose advice and encouragement enabled its completion. The excellent work of Dr.

Marcel Nathans (LLNL), Dr. Ernest Bauer (IDA), and Dr. Alan Mason (LASL) provided the

foundation for much of what I have done. I am most grateful for their advice and counsel

during several meetings and telephone conversations. Capt Norm Davis (USMC) provided

valuable assistance during the course of his masters' research. In addition, without the

material provided by Mr. Al West of the DNA Technical Library and Mssrs. Bill Alfont and

Dick Rowland of KAMAN TEMPO my research would not have been possible. The interest

and assistance of LTC Ron Tuttle of AFIT and Dr. David Auton of the Defense Nuclear

Agency was most appreciated. Special thanks are due to Dr. Marvin Atkins, Dr. Gordon

Soper, COL William Adams, COL Ray Bellem, Dr. R.C. Webb and Mr. Bron Cikotas of the

Defense Nuclear Agency who most graciously released me for the time necessary to complete

my degree.

I must finaly thank my wife, Donna and children, Matthew, Jeffrey, and Virginia for

their patience, faith, and encouragement during the course of this endeavor.

George H. Baker
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AFIT/DS/ENP/87-1

ABSTRACT

Atmospheric test fallout data have been used to determine admissible dust

particle size distributions for nuclear winter studies. The research was originally

motivated by extreme differences noted in the magnitude and longevity of dust

effects predicted by particle size distributions- routinely used in fallout predictions
versus those used for nuclear winter studies. Three different sets of historical data

have been analyzed:

iA Stratospheric burden of Strontium-00 and Tungsten-185, 1954-1967

(97 contributing events);

2) Continental U.S Strontiunm-90 fallout through 1958

(75 conitributing events)- o),-4-
Local Fallout from selected Nevada tests (16 events),

The contribution of dust to possible long term climate effects following a

nuclear exchange depends strongly on the particle size distribution.- The- distribu-

tion affects both the atmospheric residence time and optical depth. One dimen-

sional models of stratospheric/tropospheric fallout removal were developed and

used to identify optimum particle distributions. Results indicate that particle dis-

tributions which properly predict bulk stratospheric activity transfer tend to be

somewhat smaller than number size distributions used in initial nuclear winter

studies. In addition, both 90Sr and 185 W fallout behavior is better predicted by

the logno• al distribution function than the prevalent power law hybrid function.

It is shown tha the power law behavior of particle samples may well be an aber-

ration of gravitatio cloud stratification. Results support the possible existence

of two independent pak'le4e size distributions in clouds generated by surface or

near surface bursts. One distribution governs late time stratospheric fallout, the

other governs early time fallout. AXbinodal lognormal distribution is proposed to

describe the cloud particle population. "Th distribution predicts higher initial

sunlight attenuation and lower late time atte'htation than the power law hybrid

function used in initial nuclear winter studies. '-
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IMPLICATIONS OF ATMOSPHERIC TEST FALLOUT
DATA FOR NUCLEAR WINTER

I. Introduction.

A. Background.

The possibility of serious climatic consequences of a nuclear war has been

recently investigated by several groups (1,2,3,4,5). Perhaps the best known investiga-

tion, and one with the most cataclysmic predictions, was by R. P. Turco, 0. B.

Toon, T.P. Ackerman, J.B. Pollack, and C. Sagan. The "TTAPS" group concluded

that attenuation of incoming solar radiation leading to subfreezing land temperatures

could occur over the northern hemisphere due to vast amounts of dust and smoke

aerosols injected into the atmosphere during a major nuclear exchange. Their initial

calculations (1, see figure 1 inset) were based upon a 9800 megaton baseline exchange

between the superpowers but indicated that the yield threshold for major optical (and

therefore climatic) effects may be as low as 100 megatons. The outcome the TTAPS

baseline scenario is a peak 350C temperature drop of roughly 6 month duration

(figure 2). A subsequent, independent evaluation of these findings by the National

Research Council (3) questioned the plausibility of certain of the TTAPS assumptions

(e.g. treatment of smoke injection), but confirmed the possibility of large and pro-

longed temperature drops across the northern hemisphere leading to wbat the TTAPS

group dubbed "nuclear winter." Ramaswamy and Kiehl (abbreviated R-K), in a

recent parametric evaluation of the optical properties of dust and smoke, also calcu-

lated significant temperature drops (5). In these initial studies, smoke appears to

dominate dust because of its higher absorption properties, and the large fuel deusities

assumed for targeted urban areas. Thus most of the research to date has been

devoted to verifying smoke effects. This lopsided attention to swoke has also been

warranted by the large number of variables in the fire problem which has left much

more room for interpretation and hence much larger uncertainties. Differing

1



YIELD PER NUMBER YIELD
WARHEAD OF EXPENDED

TYPE OF BURST (megaton.) BURSTS (megaton,)

Land surfs" 10 110 1100
Land surface 5 460 2

Land new-srface 1 30 0

Low eirbwuit I low lUG
Exo-suuosphol. 1 100 100
Low alrbur t 0.5
Low alrburst 0.3 300 900
LOW alrburst 0.2 300m
¶V~ surface 0.2 I=020

LOW alebunt 0.1 3 0

Wsurfae 0.1 low 100
ig61600

Fige 1. TTAPS Nuueler E h•11nge
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assumptions concerning whether fires start at all, whether they spread significantly,

whether firestorms occur and, if so, whether the smoke reaches the stratosphere have

led to extreme variations In the severity of predicted outcomes.

While it may be true that the amplitude of dust induced climate effects is less

severe, the longevity of stratospheric dust aerosols (as compared to longevity of

smoke which is confined predominantly to the troposphere and is therefore subject to

rapid removal by washout) prolongs the dust induced temperature drop for periods

exceeding one year. Indeed, dust alone is sufficient to produce significant temperature

changes according to the results of a TTAPS scenario in which no smoke was injected

(figure 2). The relative significance of dust has been enhanced by declining estimates

of urban fuel loading and the addition of scavenging to smoke removal models (6,7).

Although not as formidable as those for smoke, large uncertainties do exist in

the parameters used for the modeling of dust effects. One of the largest of these

uncertainties is the particle size distribution. The optical thickness of a given mass of

dust is extremely sensitive to the size distribution of the dust. This is illustrated in

Chapter II where the optical thickness is computed for three different size distribu-

tions as proposed by Nathans (and used by TTAPS), Ramaswamy (5), and Norment

(8). The large differences in the magnitude and duration of the sunlight occlusion for

the three selected size distributions and the obvious extreme sensitivity of optical

thickness behavior to the dispersion of the size distribution are worrisome in that the

relative effect on the climate ranges from nil (Norment) to potentially severe

(Nathans, Ramaswamy).

B. Research Objective.

The objective of the present effort has been to reduce the Uncertainties in the

admissible weapon debris aerosol size distributions. While large uncertainties still

remain with respect to the maws lofted vs. yield and burst height, the uncertainties in

size distribution are more significant because they affect both the amplitude and

duration of sunlight attenuation. Variance in the lofted mass affects only the ampli-

tude of the attenuation and probably does not exceed an order of magnitude for sur-

face bursts (1,3). This translates into a factor of ten uncertainty in the optical thick-

ness. It is evident from figure 3 that larger uncertainties in the optical thickness can

3
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be attributed to variance in size distribution.

C. Approach.

This effort has used activity tracing to bound admissible size distributions.

Activity tracing involved starting with historical data recording nuclear weapon fal-

lout in the atmosphere and on the ground and then back-calculating the size

distribution(s) which could have caused the measured activity transfer. This method

of determining admissible size distributions has not been previously used.

The approach proceeded as follows. First, fallout removal/deposition mechan-

Isms were modeled. The models were exercised against available data. Size distribu-

tion parameters were adjusted to achieve favorable comparisons between the models

and the data. Care was taken to identify and resolve differences between the size dis-

tributions derived from activity tracing, and those previously reported (which were

based upon microscopic techniques). A variety of historical data was used. Chapter

IV contains a detailed discussion of the approach, how it differed from previous n(r)

investigations, and how it was affected by the types of data available.

D. Other Methods.

Other methods have been used and are being developed to characterize size dis-

tributions. In the past, particle size distributions have been measured primarily by

microscopic examination of fallout samples. Another method presently under

development uses laser iuterferometry. Both methods are "direct" in that they meas-

ure the size of individual particles in isolated samples. By contrast, the activity trac-

ing method is indirect in that size information is inferred from bulk activity transfer

data.

D.1. Microscopic Techniques.

Particle size distributions have been primarily determined from the microscopic

study of individual samples from clouds (particles collected on aircraft filters) or the

ground (gummed paper, granular collectors). A discussion of aircraft sampling

methods is contained in documentation of the DNA High Altitude Sampling Program

(HASP) (g,10,11,12). A discussion of ground fallout collection methods is contained

6



in test director reports for many of the atmospheric test series (examples 13,14,15).

D.1.a. Nathans' Cloud Sample Analysis.

Nuclear winter studies have based their particle size distributions on Nathans'

laboratory analysis of cloud samples from four ground bursts: Johnie Boy, Castle

Bravo, Koon, and Zuni (18). In his experimental procedure, sections of the sampling

filter paper were "ashed" leaving behind the debris particles plus some limited filter

residue. Low temperature ashing was used when possible to avoid losing volatile

fission products. Because small particles were masked by larger ones (diameters range

over several orders of magnitude), samples were put into solution and separated via

centrifuge into (typically ten) size fractions. About 100 particles from each size frac-

tion were measured so that the size distribution of each sample was based on -1000

particles. By adding the size distributions of the fractions weighted by number, com-

posite size distributions were plotted. Apparently, histograms for these surface bursts

were based upon irregularly shaped particles only. Spherical particles were present in

significant numbers only in the three smallest size fractions of Johnie Boy and had a

size distribution which differed from the irregulars. Nathans' results for samples from

the four surface bursts appear in figures 4-8. His results include a slight correction

for sedimentation (further discussion in Section V.E). The TTAPS and NRC particle

size distributions were based on these results.

Nathans has also done a similarly meticulous evaluation of clouds from eleven

air bursts (17,18) and finds in all cases a unimodal lognormal size distribution with a

slope similar to that of the submicron surface burst cloud population, but having a

smaller median radius on average (.07ju air burst vs .25A surface burst). Nathans

claims to have been able to detect particles down to and slightly below .0211 in diame-

ter. Below 0.1/U he used activity to isolate the particles. For extremely small parti-

cles he developed a method to agglomerate several smaller particles in order to detect

their presence (19). Nathans noted a lower cutoff diameter for debris particles in the

vicinity of .021A (18). Nathans' analysis included the correlation of specific activity

(equivalent fissions per gram) with particle radius. This correlation was an essentiai

input to the activity tracing method pursued in the present effort.

7
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D.l.b. Ground Sample Analysis.

Unfortunately, the documentation of n(r) analysis for ground samples is very

sparse. Most analysis was concerned primarily with the radiochemical morphology of

the particles and to a lesser extent with the size distribution. In addition, reported

ground sample particle size distributions exhibit much more variability than do cloud

samples. Norment's DELFIC nominal distribution, previously discussed (8), is a uni-

modal lognormal function with median radius, r =, .204pt and a logarithmic slope

- 4. Freillng (20) reports lognormal distributions with mass median radii of the

order of 100As and logarithmic slopes of 1.68 to 1.98. Tompkins (21) reports a mass

median radius of 250ju and a logarithmic slope of 1.9 for a Small Boy sample 5.8 km

from ground zero. At greater distances, his samples are not unimodal. The WSEG

fallout model (22), based on ground deposition, uses an activity median of 60,u and

slope of 2. The present research has developed evidence that the extreme variability

in ground samples may well be due to cloud stratification caused by gravity sorting

(see section V.E).

D.2. Laser Interferometry.

Optical methods involving laser interferometry are presently being perfected for

analysis of nuclear cloud samples (23). In particular, Los Alamos is developing a

method using the doppler shift of laser light to correlate the Brownian motion of par-

ticulates in solution, thereby determining particle size from diffusion velocity (24).

While laser techniques have been successfully employed for in situ measurement of

particle sizes during recent high explosive events, systematic studies of old nuclear

cloud samples by such methods are not yet available. These techniques look very

promising.

E. Some Problems Associated with Other Methods.

The advantages of the direct techniques are obvious. The analyst is measuring

and counting observable particles from real samples. The analyst knows when and

where the sample originated as well as which event (and relevant detonation parame-

ters) was the primary contributor to observables. However, there are drawbacks.

The size separation techniques may well affect particle size (some dissociation of

9



agglomerated particles may occur in the solution). There are questions about the

degree to which the filter ash may mask the properties of the debris. In addition,

there appear to be large variabilities between samples taken at different times and

locations (even for cloud samples). The question then remains, "which sample is to be

trusted as the most truly representative of the total cloud?" The analysis procedure

is extremely tedious and very few events have been systematically characterized (five

surface burst clouds, eleven air burst clouds). Surface burst data is of most impor-

tance for optical effects since air bursts loft little mass. Despite sample analysis for

many events, ground fallout histograms are so highly variable it is difficult to con-

struct a composite size distribution for any one event based upon microscopic tech-

niques.

F. Purpose.

As stated above the purpose of this research was not to rework the direct

methods described above, but rather to determine size distributions using a different

approach. This approach, activity tracing, involved back-calculating the size distri-

bution from recorded fallout data. The data and methods used to trace activity are

presented in Chapters ITM and IV respectively.

10
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U. Sensitivity of Optical Thickness to Dust Size

The optical properties of any aerosol are extremely sensitive to the population vs

radius. Assuming a unimodal lognormal size distribution for the aerosol, it is possi-

ble to derive a relative',y simple expression for the optical thickness of dust to illus-

trate this size sensitivity.

A. Optical Attenuation.

The attenuation of sunlight results from scattering and absorption by particu-

lates lofted into the atmosphere. If a cloud of particles is separated into vertical lam-

ina, then the differential change (due to absorption and scattering) in the number of

photons traversing each lamina is related to the aggregate crow section of the parti-

cles in the laminar volume:

d_' - aggregate particle a.-ca nA.dz<A&>
0 cloud cross section Ac

AC denotes cloud cross section, which is roughly equal to the area of the northern

hemisphere (1.14 X 1014 M2) in a nuclear winter scenario; n is the particle number

density; and <ps> represents the average optical cross section of the particles.

Integration of equation (1) yields an exponential attenuation:
N,

R - e A, - e-T (2)

where OT is the "optical thickness" and Nt is the total number of particles in the

cloud. Q, is the Mle extinction efficiency which is a function of refractive index and

the ratio of diameter to wavelength (25). The extinction efficiency is largest for sub-

micron particles and averages about 2.5 at wavelengths of 0.5 jim for particle radii

L!.tween 0.1 and 10 p (figure 7). It is evident from this expression that the optical

thickness is directly proportional to the aggregate surface area of the particles in the

cloud. Thus, the rate of decay of OT with time is directly proportional to the

decrease in the second moment of particle number distribution as particles are

11
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removed from the atmosphere by gravity and diffusion, i.e.,

00

OT(t) a firr 2,i(r,t)dr (3)
0

where

cc

fn(r,o)dr = 1 (4)
0

Nt is simply:

Nti M - (5)
4 3T1r< 3> p,

where Mt is the total mass lofted, p, is the debris density, and

00

<r3 f Ofi (rO)dr (8)
0

Assuming a lognormal distribution (a discussion of the mathematical properties of

lognormal distributions is provided in Appeudix B):

fi(r,0)- M 1 exp ( (7)

then

< r3> exp [31n(rr. ) + 9 82 (8)

Similarly,

<r 2 > -exp[21n (r.)+213'] (2)

and the initial optical thickness can be expressed in terms of total mass lofted

(roughly 1012 kg for the 5000 megaton TTAPS scenario), effective particle radius,

cloud cross section, and particle density (2600 -/9- according to Natbans, ref. 16):

- 3Mr Qe (10)
4repeAt

12



wvhere r, - tm exp 2#

Note that the optical thickness of the initial stabilized cloud is dependent on

both the median radius and dispersion of the size distribution. The ratio of the ini-

tial optical thickness predicted by any two lognormal distributions is given by:

OT -- -XP [_ --(,62 (11)

OT 2  rm

A mode radius of .20414 and a slope of 4 is used as the nominal parameters in the

Department of Defense Land Fallout Interpretive Code (DELFIC, ref. 8).

Ramaswamy and MIehl (5) use a pure lognormal number distribution with a median

radius of .1614 and a slope of 2. A factor of 47 difference in optical thickness results

which translates to a -2 order of magnitude difference in predicted sunlight attenua-

tion (using a radiative transfer algorithm in which full account is taken of multiply

scattered radiation, refs. 26,27; figure 9). Note the exponential effect that the

assumed slope has on the sunlight attenuation. As will become evident, the slope also

has a dramatic effect on the rate of dust removal.

B. Submicron Particle Criticality.

B.I. Optical Efficiency.

As is evident from figure 7, the extinction efficiency is largest below I1& at the

peak solar wavelength. Ramaswamy (5) illustrates the importance of submicron par-

ticulates to optical attenuation by computing the optical thickness as the product of

a mass attenuation coefficient, , (units m2/g), and a columnar particle area density:

OT - f f rk,z dzldr (12)
0 0

where r is particle radius and m is the mass density of the aerosol. He then plots the

7Pe as a function of surface mode radius for assumed particle size distributions of

slope 2. His results are graphed in figure 8 and vividly illustrate the contribution of

the submicron particle population to the optical thickness. An attenuation maximum

occurs at a surface mode radius of 0.214. Figure 8 also illustrates the very small
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contribution of the absorption component, 0, to the attenuation coefficient of dust.

Dust is not highly absorbing, and the optical attenuation in dust clouds is primarily

due to scattering. Thus for a given optical thickness, optical attenuation in dust is

much lower than for smoke which i8 highly absorbing (figure 9).

B.2. Longevity.

Because of the extremely low sedimentation velocities of particles smaller than

1ps, the fraction of the particle ensemble in the submicron range governs the duration

of optical attenuation over periods necessary to induce climate changes. For instance,

a spherical 1014 particle falls from 20 km to the tropopause (average altitude 12 kin)

in approximately 3 days whereas a 1A particle takes 190 days. A graph of fall time

vs radius and altitude for spherical particles is included as figure 10. The graph is

based upon Stokes-Davies-Macdonald fall mechanics model as described in Appendix

A. It is clear from this graph that the submicron particle fraction, in addition to

dominating the optical attenuation, also governs the duration of sunlight attenua-

tion.

C. Ground vs Cloud Sample Dichotomy.

Depending upon the origin of particle samples, size distributions determined

from the analysis of atmospheric test dust exhibit markedly different submicron frac-

tions. Most available samples fall into two major categories: (1) local fallout (down

within roughly 24 hours of event) ground samples, and (2) early time (within several

hours) cloud samples.

The tendency has been to use cloud samples as representative of initially lofted

particle distributions. Intuitively, one would expect that because of sedimentation,

ground samples would be biased toward the larger end of the size spectrum and cloud

samples would be oppositely biased. This seems to be true. However, one should

also expect that since the origin of both cloud and ground samples for any event is

ultimately the same explosion, there should be similarities in particle characteristics.

A point in favor of using ground sample distributions is that near ground zero,

fallout appears to result from the vertical component of toroidal circulation within

the cloud (as well as sedimentation). Ground samples near ground zero should
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therefore represent a homogeneous mixture of lofted particles, both large and small

(28:51). Indeed, by ascribing ground sample size distributions to clouds and then

modeling deposition by sedimentation, reasonable predictions of ground fallout con-

tours are obtained (29,30,31,32). Ground samples cannot be easily dismissed as non-

representative of the particle population. In addition, since many cloud samples (16)

were taken at altitudes considerably below the cloud vertical center (since for high

yield events, the cloud eluded the altitude capabilities of sampling aircraft), these

samples may also be nonrepresentative of the aggregate cloud population.

There is some additional cause for questionin; the use of distributions derived

from available analysis of surface burst cloud samples. The TTAPS and NRC stu-

dies used particle size distributions based upon surface burst cloud sample analysis of

Marcel Nathans (16). Nathans measured and counted particles from four surface

bursts: Johnie Boy, Castle Bravo, Koon, and Zuni. Of these, the high yield shots

(of most interest for nuclear winter predictions) were detonated over coral. Johnie

Boy, the only burst over silicate soil, was low yield (.5 kiloton) and slightly buried.

Since the nuclear winter phenomenon is based on mass lofted by megaton surface

bursts over silicate soil there is good reason to question the applicability of the meas-

ured size distributions. Admittedly, test ban restrictions have prevented extending

the data base. Nonetheless, as the present research indicates, there is much more that

can be learned from the existing atmospheric test data base.

To investigate the effect of differing size distributions on both the magnitude and

longevity of optical effects, three distributions were selected for initial comparisons--

one (the Defense Land Fallout Interpretive Code or DELFIC nominal distribution)

representative of ground sample data, the other two (TTAPS, R-K) representative of

cloud sample data. A discussion of the characteristics of each size distribution fol-

lows.

C.I. DELFIC Nominal Distribution.

DELFIC is a full physics, main frame fallout code developed by Hillyer Norment

for the Defense Nuclear Agency (8). Although any size distribution may be used as

input, a nominal or default unimodal lognormal distribution is provided which is

based upon close-in ground fallout samples over the area out to the 10 rad/hr

18



contour from events Small Boy and Ess (33). Although his n(r) analysis has never

been documented, Norment says that the close-in size distributions from these two

events were very similar. This is somewhat surprising since Small Boy was a near-

surface burst and Ess was buried. A graph of the DELFIC size distribution and its

2nd moment (proportional to surface area) and 3rd moment (proportional to mass)

appears in figure 11. The median radius, rm, and the logarithmic slope are .2 04 1 and

4 respectively (r. will always be used to designate median radius for the number dis-

tribution). The distinguishing characteristic of this distribution is its broad disper-

sion (large logarithmic slope). The median radius is quite similar to those of the

TTAPS or R-K distributions. The submicron particle population accounts for 5% of

the aggregate surface area of the DELFIC distribution.

C.2. Nathans/TTAPS Distribution.

In contrast to the simple unimodal DELFIC size distribution, the TTAPS distri-

bution is a hybrid function in which the submicron population is fit to a lognormal

functiou, and the supermicron population is fit to a power law "tail":

rm rM

r<l1.; n(r)-n-- r exp (13)

S>11A; ( ) - n. ( (14)

The functions join at r, which is chosen such that the functions and their first

derivatives are continuous at the splice:

ro = r. exp [(P-1)f921 (15)

The function was originally used by Nathans to fit his surface burst cloud data

(34). TTAPS adopted Nathans function using parameters typical of Nathans'

results: rm-.25,u, log slope--2, p-- 4 and r0 -1.061L. The TTAPS number, area, and

mass distributions are plotted in figure 12. Besides being more difficult to manipu-

late, the third moment of the power law tail (if p:54) is not analytic unless a max-

imum particle radius is defined. If p-4,
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r roexp [V2_8r(19 m f(6

where fm Is the mass fraction below r. (see Appendix C for a more general expres-

sion for rm). The TTAPS choice of parameters (r. -1.08p and f m.084) yields

rmm- 1.3 cm. The fraction of surface area on particles below 1j. (roughly r0 ) is

given by:

V'28e20r.S/2 r,/2 CNF [In r. lrT]

LeMI . n. - (17)
V ,6e2Pr0 S/2r 112CNF r. In jm

r ln r

where CNF denotes the cumulative normal function:

z

CNF[xI - $~1 ew dw (18)

and r2 is the median radius of the second moment of the submicron population. A

derivation of the Nathans' function and its moments is included in Appendix C.

The submicron population accounts for 80% of the total surface area of the

TTAPS distribution. This large submicron surface fraction yields optical effects

which are dramatically different in both magnitude and duration from those

predicted using the DELFIC nominal distribution (figure 3).

C.3. Ramaswamy-Kiehl (RK) Distribution.

The R-K distribution, like the DELFIC distribution, is a unimodal lognorinal

function. The R-K distribution, however, is more typical of particle populations

observed in air burst clouds (17). Ramaswamy uses a surface mode radius of .2614

which translates into a median radius for the number distribution of .181. He uses a

logarithmic slope of 2. Nathans has overlaid his results for multiple air burst clouds

and determined that at a median radius of around .07A and slope of 2.1 are reason-

able averages (35).

The submicron population of the R-K distribution accounts for 90% of the sur-

face area, larger even than the TTAPS distribution. Thus the R-K distribution

predicts the largest initial optical thickness and the slowest decay with time.
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D. Comparative Results.

To illustrate the re!ative magnitude and duration of optical effects among the

DELFIC, TTAPS, and R-K distributions, OT vs time was computed for 1012 KG of

dust distributed c:,-'r a hemisphere (estimate based on 5000 MT exchange). The ini-

tial cloud vertical centroid was taken as 25 km (peak density altitude of the TTAPS

study). For a description of the code used to compute stratospheric debris removal

see section 1V.A.3. The results (figure 3) clearly demonstrate the large differences in

optical effects predicted by the three distributions. Note that the TTAPS and R-K

distributions are removed at nearly identical rates (a residence half life of roughly 9

months). This is explained by the large fraction of surface area below 1 micron which

is removed by the turbulent diffusion process rather than sedimentation. The broad

DELFIC distribution, with its large fraction of particles above 114, is removed

predominantly by sedimentation which accounts for its rapid decrease with time (half

life roughly 1 week). The differences in OT behavior between the R-K and DELFIC

distributions are predominantly a result of the factor of two difference in slope.

E. Summary.

It is obvious that the optical occlusion of sunlight energy responsible for climate

effects is extremely sensitive to the modeled size distribution and that several plausi-

ble size Jistributions would produce effects ranging from scant to severe. It is also

clear that the submicron population governs both the magnitude and duration of opt-

ical attenuation. The next chapter discusses activity injection into the atmosphere

and tbh data types available for use in the activity tracing model.
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"M. Data.

A. Data Records.

The radioactive behavior of debris from nuclear events can be used to trace the

rate of its removal from the atmosphere. Since sedimentation is a function of particle

size, it is possible to derive particle size statistics from the observed bulk vertical

transfer of radioactivity in the atmosphere. Two basic types of data are available:

Stratospheric Removal. The stratospheric burden of certain radionuclides

has been recorded over long periods of time (9, 10, 11, 12, 36, 37, 38, 39, 40, 41, 42,

43, 44, 45, 46). Best records were kept for 90$r, 9"Zr, HTO, 14C and 186W. 9°Sr

burdens have been recorded since 1954 and reflect the contributions of 92 high yield

(megaton claws and greater) events (38).

Ground Deposition. The downrange cloud arrival time was recorded for 30

events at the Nevada Test Site (47). The yields of these events ranged from .1 to 50

KT. From this information it was possible to determine activity grounded as a func-

tion of time. In addition, following the 1958 test moratorium, rough 9°Sr contours

were plotted over the continental United States which reflect the contributions of

roughly 75 Nevada shots up until that time (36).

B. Merits and Drawbacks of Activity Tracing.

There are major drawbacks to using activity tracing. Unlike microscopic tech-

niques where actual debris is examined in detail, this is an indirect method. In

order to extract size information from activity data, it was necessary to relate

radioactive content to particle size via specific activity behavior. Nathans found that

specific activity could in fact be correlated with of particle size using a single correla-

tion function (17:62). Unfortunately, specific activity data is somewhat sparse, highly

variable and, in some cases, difficult to interpret. This problem is the weak link in

the activity tracing method and may explain why this approach has not been
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previously used for particle size characterization.

However, there are some distinct advantages to the method particularly with

respect to the nuclear winter problem. Nuclear winter is predicated on the average

behavior of debris from hundreds of bursts, and In particular, the bulk removal of

such material from the stratosphere. Indeed, the nature of the available activity

trace data enables bounding the n(r) behavior governing depletion of the stratospheric

debris from a very large number of events, both U.S. and foreign. Activity tracing

data gives the bulk behavior of clouds and is not subject to the sample variance

quandry associated with microscopic techniques. Activity tracing supplemented by

comparisons with the results of previous microscopic analysis was used successfully in

the present research to determine n(r) parameter bounds averaged over many events.

C. Fallout Formation and Removal.

An understanding of fallout formation and dispersal processes is important to

interpreting activity data. When a nuclear weapon is detonated, fragments of fission-

able material, unfissioned active material, the bomb tamper and casing are vapor-

ized. This collection of material is referred to as bomb debris. Soil debris engulfed

by the expanding fireball is also vaporized (the vaporization temperature of soil is

"17000 K). Other close-in soil debris is melted -or partially melted while more distant

soil particles within the range of the blast wave and subsequent gust is lofted in its

solid form. The height (or depth) of the burst, the nature of the terrain, and the

weapon's yield determine the relative amounts of soil debris which are vaporized,

melted, or simply Jofted.

In the case of a free air burst, where the rising fireball does not entrain surface

dust, no soil debris is present in the highly radioactive fireball. The free air burst

threshold altitude is -700m for 1 KT (13:3-6). The fireball cools to debris vaporiza-

tion temperatures within 1-5 seconds. Within 10 minutes the cloud of vapor conden-

sate stabilizes at altitudes high enough (5-35 km depending upon yield) that virtually

no local fallout occurs. Local fallout is defined as that occurring within 24 hours of

detonation. The absence of local fallout in the case of free air bursts implies that the

condensed bomb debris particles are very fine. Indeed, Nathans (17,18) measures dis-

tributions t*-.,htly clustered about a median radius of -. 1p.
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For a surface burst or low air burst of a given yield, even though the cloud rises

to similar altitudes as for a free air burst, soil particles present provide the "carrier"

for local fallout. The fact that roughly 60% of the activity falls within 24 hours

(48:414) of a surface detonation is due mainly to the presence of larger particles, and

to a lesser degree to the toroidal hydrodynamic motion which brings down a homo-

geneous mixture of particles close to the burst point. Since sedimentation velocity is

a function of particle radius, It should be possible to correlate activity down vs time,

A(t), with A(r) ind thence infer n(r) from A(r). The larger particles are due to the

presence of a large mass of molten earth drawn into the cloud of hot fission product

vapor and mixed to a greater or lesser degree by the toroidal circulation within the

cloud. Judging from specific activity behavior for surface bursts, the mass of melted

or partially melted soil is at least an order of magnitude greater than the mass of

material directly vaporized (49:388).

During the condensation phase, volatile mass chains with vaporization tempera-

tures lower than soil (viz. As, Se, Br, Kr, Rb, Mo, Tc, Te, I, Xe, Cs, ref. 50) tend to

coat the surface of the previously condensed soil particles and refractory nuclides

(those with high condensation temperatures). The refractory nuclides (the products

of the mass chains not listed above), tend to be volumetrically mixed in fallout parti-

cles. Thus, the relative concentration of vclatile nuclides goes roughly as the square

of the particle radius and the concentration of refractory nuclides goes roughly as the

cube. The different nuclide condensation temperatures, different thermal histories of

material, anc mixing inhomogeneities within the cloud lead to nonuniform concentra-

tions of the different nuclides on fallout particles. This phenomenon is known as

"fractionation" and serves to complicate the activity tracing method. A further com-

plication, noted by Nathans in his analysis of air burst debris, is that below 11, the

specific activity in some cases grows very rapidly with decreasing radius (roughly as

r -3). The present effort has produced evidence that this "specific activity catas-

trophe" is piaobably due to the condensation of unmixed fission products to form high

activity particles (section V.C.3).
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D. Fallout Data Categories.

Fallout data may be grouped into three general categories: global fallout, inter-

mediate fallout, and local fallout. By definition, local fallout is deposited within 24

hours of detonation and within roughly (depending upon prevailing winds) 500 km of

ground zero. Intermediate fallout is not as precisely defined. For this research it was

defined as falling between one and several days following the detonation and as depo-

sited within roughly 5000 km of ground zero (continental scales). Global fallout is

present only for large yield (2: IMT) weapons capable of lofting contaminated debris

into the stratosphere. Fine material in the stratosphere lingers for months and circu-

lates the globe many times before being removed by sedimentation and turbulent

diffusion. The longevity of debris in the troposphere is limited by washout/rainout

and thermal circulation to periods of less than 3 weeks (residence time is function of

altitude). Because the rainout and washout mechanisms are not operative in the stra-

tosphere, the lifetime of submicron particles reaches 8-12 months above -12 km.

Each fallout data category is roughly associated with a certain range of particle

sizes (figure 13). These associations become apparent by studying the graph in figure

10 for the cqqa where particles start from an altitude of 10 km (- 100 KT cloud verti-

cal cer,-:ii2). \A^ithin 24 hours particles 20pz and greater will have been removed by

sedimentation and local fallout data will yield information on the fraction of particu-

lates in this range. Within 1 week (intermediate fallout period), particles up to -5

microns will have sedimented. Beyond a week, only particles less than 5 microns will

remain aloft. Thus global fallout behavior reveals information on the submicron size

fraction. These ranges are only approximate and depend upon the initial cloud

height and wind velocities.

D.I. Global (Stratospheric) Fallout Data.

Several programs have been instituted over the years by the Department of

Defense and Department of Energy to sample radionuclides in the stratosphere.

Early estimates of stratospheric burden were based upon limited balloon sampling

and global ground sampling. With the advent of thermonuclear weapons capable of

lofting q-o',ant amounts of debris into the stratosphere, the advisability of contin-

ued testing demanded an evaluation of stress of this global fallout on the earth's
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environment and ecology. In 1954, the Joint Chiefs of Staff instituted efforts at the

Defense Atomic Support Agency (now the Defense Nuclear Agency) to quantify the

concentration of radioactivity in the stratosphere (12). This led to the organization

of the DoD High Altitude Sampling Program (HASP). An element of this program,

Project Stardust, provided the stratospheric tracer data used in the present research.

Beginning in 1957 Stardust flew up to two U2 aircraft sampling missions per week.

Sampling occurred at altitudes up to 60,000 feet over the North and South American

continents. A map of the HASP flight profiles appears in figure 14.

Following the 1962 test ban, the U.S. Atomic Energy Commission (later the

Department of Energy) assumed responsibility for sampling and instituted its own

High Altitude Sampling Program including the use of balloons (Project Ashcan) and

B57 aircraft (Project Airstream) for sampling. The balloon probes sampled up to 35

km, while the aircraft sampling was between altitudes of 15-20 km with flight paths

following the west coast of North and South American from 720 N to 500 S.

Sampling was accompanied by extensive radiochemical analysis. Nuclides which

have yielded the most useful results for determining the removal of debris from the

stratosphere include 9°Sr, 95Zr, HTO (tritiated water vapor), 14 C (C02), and '85W.

Of these nuclides, 9°Sr has been studied in the most detail because of its long half life

(28.1 years) and biological hazard. Spacial and temporal averaging of the data was

use-' in plotting the stratospheric burden of 9°Sr shown in figure 15 (5i). Of particu-

lar interest are the massive injections which occurred in the autumn of 1961 during a

high yield Soviet kest series. Because of the extreme altitude of the cloud (center

around 35 kin) and a debris residence time which spanned several years, the erratic

effect of seasonal variations in the vertical diffusion constant was reduced. In addi-

tion, for high clouds, sedimentation was not totally masked by diffusion as it appears

to be for debris near the tropopause (37). Since 9°Sr has noble gas precursors which

condense late in the fallout formation process it is not the best choice for tracing fal-

lout removal. Refractory nuclides, such as 95Zr or 185 W, are expected to be more

evenly mixed in the debris. In addition refractory nuclides tend to be mixed

volumetrically in debris particles and are less subject to concentration variation due

to fractionation. Although modeling 9°8r removal provided interesting and useful

results, it was deemed prudent to also model the bulk vertical transfer of a refractory

nuclide.
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For several reasons '8 5W was selected as the refractory nuclide for this study.

The nuclide was injected into the stratosphere only during a three month period in

1958 (mean injection date of 1 July). The tracer was an activation product unique to

several devices In the Hardtack Series. The devices producing 186W were detonated

on barges containing silica sand (10:102). Project Stardust carefully monitored

tungsten data to determine debris transfer mechanisms and removal rates in the stra-

tosphere. Both the vertical and lateral diffusion rates of actual tungsten clouds were

determined based on isopleths constructed from aircraft sampling data (figures 18,17).

The stratospheric tungsten burden was charted for a 14 month period following injec-

tion (figure 18). The tungsten was injected at tropical latitudes where the effective

vertical diffusion constant is low. Nonethele'As, the stratospheric Tungsten burden

decays relatively quickly, falling to half its ;nitial value in 5 months. This indicates

that sedimentation ;s an Important factor in the activity transfer process since the

diffusion half-life is 9 months on average. Mason et al (37) have shown that tritiated

water vapor (HTO) and "Zr from midlatitude Chinese shots are removed at almost

identical rates from the lower stratosphere (half residence time of 9 months) implying

diffusion is the dominant factor in that case. A discussion of stratospheric removal

processes is included in section IV.A.3.

D.2. Intermediate Failout Data.

Intermediate fallout data was the least profuse of any category. Data taken and

analyzed during the DoD High Altitude Sampling Program (36,52) was used. HASP

computed the rate of deposition of stratospheric debris using 9°Sr soil concentrations

collected from a world-wide network of sampling stations in 1959 (53). In order to

discriminate the stratospheric fallout detected by U.S. stations it was necessary to

subtract the Nevada Test Site contribution (all Nevada shots were less than 100 KT

and did not contribute significantly to the stratospheric burden). Thus, it was neces-

sary to construct isopleths of the 9°Sr deposition downwind of the Nevada Test Site

through 1958. Combining measured soil concentrations with known rainfall data

over the region, the contour plot shown in figure 19 was constructed (52). A com-

bined total of 995 KT fission yield is estimated to have injected 100 kilocuries of 9°Sr

through 1958 (very neariy 0.1 kilocurie/KT fission on average, ref. 36). An estimated

41 kilocuries of 9°Sr fell within the the 10 millicurie/mi2 contour. Below 10
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milllcuries/m1 2 it was not possible to discriminate NTS fallout from the world-wide

fallout background. The uncertainty in the intermediate 9°Sr total is estimated to be

25% (62).

D.3. Local Fallout Data.

For many of the U.S. Nevada and Pacific shots, an effort was made to plot

activity contours down wind from ground zero. An unclassified compendium of fal-

lout data for U.S. atmospheric tests including ground deposition contours (when

available) has been published by the Defense Nuclear Agency (47). For several events

an approximate cloud location vs time is included with the fallout contours. An

example is shown in figure 20. Unfortunately, most Nevada tests were air bursts and

since large amounts of ground debris were not entrained in the fireball, only a very

small part of the activity was deposited locally. Davis (54) has attempted to deter-

mine particle size distributions from local activity contours with some limited success

(discussion section V.F).

E. Summary.

This chapter has surveyed the available data and discussed the intrinsic advan-

tages and disadvantages of the activity tracing method. A strong point in favor of

activity tracing is that data is available on the rate of activity depletion from the

stratosphere over a period of more than a decade. The data reflects the behavior of

debris from close to 100 high yield events. Since stratospheric material is the source

of prolonged sunlight attenuation, this data is particularly germane to the nuclear

winter problem.
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IV. Modeling Global and Intermediate Fallout.

This chapter describes the modeling used to predict fallout, including both stra-

tospheric depletion and ground deposition. The models used an assumed particle size,

n(r), as input. The input was varied in a systematic way to make the calculated

activity burden and deposition match the data summarized in the last chapter.

Two separate models were required. For stratospheric data comparisons, a

model of tracer burden above the tropopause as a function of time was developed.

To utilize interinediate fallout data a model of ground deposition vs time was

required. The basic ingredient of each model was an algorithm to compute cloud sed-

imietationi aid diflusion in one dimension.

Admittedly the atmosphere is not one dimensional and thus any I-D parameteri-

zation will have limited accuracy. However, in order to facilitate multiple variations

in ai(r) parameters, it was necessary to simplify the physics of the atmospheric

transfer model. There is precedent for 1-D modeling. One dimensional codes have

bccn used cxtensively in estimating the environmental impact of atmospheric pollu-

taits. 1Bauer has used 1-D models to track the transfer of nuclear debris from the

strat•osphere with reasonable success (38,39). The TTAPS results were based on a 1-

D mo(del of the atmosphere. Detailed descriptions of the debris removal models used

in this Study follow.

A. Stratospheric Transfer Modeling.

A.1. Properties of the Stratosphere.

Megatoni class nuclear detonations inject large portions of the resulting radioac-

tive clouds into the stratosphere. Particle removal from the stratosphere is dom-

iiiated by turbulent diffusion and sedimentation (38,39). The sedimentation process

was modeled using Stokes or Davies-McDonald fall ineclianics depending upon the

particle size anid altitude (discussed in appendix A).
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Tie turbulent diffusion process is not yet totally understood but is strongly

influenced by the characteristics of the tropopause (figure 21). Because of its stable

temIperature profile, there is very little vertical convective motion in the stratosphere

itself. This is especially true at tropical latitudes where clouds from nuclear explo-

sions caan remain intact for several passes around the globe (47:445) with less than a

two mile change in altitude. Figure 16 provides evidence of this behavior. However,

there is considerable lateral transfer in the stratosphere which is influenced by the

gaps in the tropopause in each temperate zone. The gap regions are extremely tur-

bulet and it is believed that a considerable transfer of air between the stratosphere

and troposlihcrc occurs there (conirined by higher ground activity concentrations at

latitudes mideldcr'ath the gap region, ref. 36). The gap region migrates north in the

summer and south in the winter creating a "peeling" effect which is strongest in

spring aid autunin months as evidenced by more rapid global fallout during these

periods (37,38,39,,!o,,1,,12). In addition, the tropopause rises and falls with the

ground temperature which also adds to the seasonal variation in transfer rates.

Althotugh the vertical diffusion process is stronger in the polar region (because of

the g:ips) thian in the tropics, it is reasonable to define an average vertical diffusion

constant since nuclear injections spread quite rapidly in the lateral direction. Lateral

mixing coelficients are of the order of 10i m 2sec-l (larger in the polar regions) which

yields a meridional spread of 400 in 6 months time (9). Thus, because of their large

lateral span, clouds experience an effective diffusivity which is in effect averaged over

latitude. lBauer (38) lias plotted the eddy diffusivity profiles used in the one dimen-

sional modcls of several researchers (figure 22). For this research, a seasonal average

eddy (lilluisivity (1(j) of 0.5 ti 2 see-I was used with a mnean tropopause height of 12

kin. ''hius vawuc of 1(, predicts a diffusivity half life for subinicron particles in the

lower stratosplhere (12-25 kin) of about 9 months which agrees with the measured

values r)portcd by Mason for 95 Zr and IITO (37).

N;utnurally occurring stratospheric aerosols are extremely tenuous (the latent vert-

ical optical depth at visible wavelengths is only .005). It is not expected that their

plres(ence signuilicanutly affected the formation or size distribution of nuclear debris par-

ticulates (Iurilig the conIdlensation phase. Thus it is reasonable to assume that

ra(lionctive tracers were attached to weapon debris rather than ambient particulates.
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A.2. Cloud Injection.

A.2.a. Injection Altitude.

Since the model computes cloud behavior over a period of weeks to months and

since clouds stabilize in less than 10 minutes, it was reasonable to omit cloud rise

physics and to initialize the computation at cloud stabilization time. At stabilization

the cloud was given a Gausian profile in altitude per Telegadas and Bauer (38:5-2):

f(zo)-f 0 o (1g)V21rcr,

where

f (z't) - burden of tracer at z and t n.(z,t) (20)
ambient air mass at z n.(W

and oa - 2.15 km for stratospheric injections. The computations are fairly insensi-

tive to the choice of initial dispersion (38:5-3) since the total burden of tracer is being

computed over months. Results are much more sensitive to the injection height and

Ks.

There are several empirical models for cloud injection height vs yield. The

Foley-Ruderman model used in the TTAPS study fits a power law to visible cloud

extremities observed for U.S. tests (figure 23). Fits for cloud top and bottom were

developed separately (43):

CT - 21.64 Y 2 km (21)

CB - 13.41 Y' km (22)

One drawback of the Foley-Ruderman model is that it is based upon the dimensions

of the visible cloud. The cloud radioactivity profile may not match the visible cloud

profile, and indeed Zuni rocket sampling indicates activity residing near the lower

boundary of the visible cloud (22:24).

Seitz et al (44) estimated cloud top and bottom based upon the behavior of

radioactive debris a few days after the 1961-82 U.S. and Soviet tests. Because data

was not available much above an altitude or 24 kin, Seitz arbitrarily assigned cloud

43

o- - - - - --•. ~ . *e Es.--j~ e-u.



--. . .. r~

P - POLAR(4km addme dwhh I MCHANG.uL. /a"
T - TROPICAL 2 km Iaswd frm heigt 0 ROM 6RW $11m

SPP P P

- IEQUATORIAL

top TROPOPAUSI

1POLAR
TROPOPAUSK

0.O 1.0 10

TOTAL YIELD, Mt

Figure.2. Nucler Cloud Rise Height a a Function of Yield

414
- - - - - - - - - - - - - -



top altitudes of 24 km to high yield events. Thus Seitz' curve fits are systematically

low, and should be used with caution (45). Peterson (46) has fit the clouds from U.S.

tropical tests. However these clouds are consistently lower than those from similar

bursts at northerly latitudes. Chang et al (45) conclude that the Foley-Ruderman

model is useful as an upper bound, while the Seitz model is useful for a lower bound.

"Bauer (38) believes the Seltz model to be more realistic, but comes to this conclusion

based upon a fast diffuslon calculation of .1u monosized particles in which sedimenta-

tion effects are negligible.

The Foley-Ruderman fit was used in the present effort to set cloud injection

height. The fit is based on actual observations of U.S. events. There is limited evi-

dence that the fit predicts the cloud injection height of the high yield Soviet shots

(38:3-5). The fact that activity has been observed to concentrate low in the visible

cloud may have been due to sedimentation prior to sampling time. In addition, since

the cloud was modeled as being distributed normally with atmospheric pressure

(equation 19), the modeled activity centroid is below the injection altitude, z, (see

section IVA.3.b). Bauer's underprediction of transport from Foley-Ruderman alti-

tudes is overcome if a finite spread is introduced into his particle size distribution.

Indeed, the spread which best predicts bulk vertical transfer is nearly identical to

microscopically observed dispersions for air burst samples (see section VA).

A.2.b. Event Data Input.

During the 1950's and 1960's 97 atmospheric events lofted significant amounts of

90$r into the stratosphere. Yield information for most of these events is classifi~ed.

To keep the results unclassified, events which occurred in close succession were

grouped together. Bauer (38) and Seitz (44) have published unclassified grouping

schemes. Bauer's event groups were used with slight modifications (tables 1,11). A

mean value of .1 kilocurie 90$r was injected per kiloton of fission yield (38:40,

50:321). Bauer's estimates of fission fractions were used (38:5-3).

1s6 W was injected by several events in the late spring and early summer of 1958.

For classification reasons, the model treated these events as a single injection occuring

on 1 July with a stabilized cloud center at 20 km. The stabilized cloud altitude was

based on isopleths generated from U2 measurements (9).
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TABLE I:

Grouping of 1950s Injections - "Sr

Mean Injection Date April 54 June 56 Sept 56 June 57 Juiie 58 Oct 58

Country US US USSR USSR US/UK USSR

Location Tropic Tropic mid-hi lat mid-hi lat Tropic Arctic

Number of Events 5 5 4 5 30 10

Mean Yield 0.6MT 3.5MT 1.5MT 2.4MT .7MT 3.6MT

Estimated '°Sr lmhj. 2.4MC 880KC 3001(C 1.4MG 1.IMC 1.1Mc

Foley-Ruderman Cloud Center 26km 21km 20km 21kin 17kin 23km

TABLE U:

Grouping of 1980s Injections - 9°Sr

Mcan linjcction Date Oct 01 Nov 01 Jul 02 Oct 62 Oct 62

Country USSR USSR US USSR USSR

Ntimber of Events 13 2 7 5 11

Mean Yield 2.8MT 41.5MT 5.3MT 25MT 6.8MT

Es'timated 90Sr lij. 0401(C 6001(C 4301(C 4.6MC 2.0MC

,oh.'-lCudcrmnami (loud Ceniter 22kin 38kin 25kin 35kin 26km

116
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A.3. Tracer Removal.

A.3.&. Sedimentation.

The particle sedimentation model is based on that used in the Defense Land Fal-

lout Interactive Code (8). The Stokes, Davies-McDonald, and Beard equations were

used depending upon the value of the Davies number.

4p- (p.--p6 )gd 3  (23)
Q, ~317223

where p, is air density, p. is particle density, g is the acceleration of gravity, d is

particle diameter, and ir is dynamic viscosity (see appendix A).

The atmosphere was modeled according to equatious in the U.S. Standard Atmo-

sphere publication (55). Hopkins (56) has shown that the U.S. atmosphere is also a

reasonable approximation for the atmosphere over the Pacific test sites for purposes

of fallout modeling.

Particles were treated as smooth spheres of density 2600 kg/mr3 (16) settling in

still air. The Knudsen-Weber slip correction factor was used (57) which gives terminal
velocities slightly smaller than the commonly used Cunningham slip. The Knudsen

formula fits terminal velocity data over a wider range of dl/,M•p? (IFP denotes mean

free path).

Appendix A presents the fall velocity equations used and includes a printout of

the fall velocity subroutine. Figures 10 and 24 (fall velocity vs size and altitude) were

generated using this subroutine.

A.3.b. Diffusion.

The diffusion model used is similar to Bauer's "model V" (39). Diffusion of a

chemically inert tracer of mixing ratio f(z,t) is described by the following diffusion

equation:

a [n. (Z) (z,t) 1 (z f(z't) (24)

where n4 (z) is the ambient atmosphere's number density, f(z,t) is described by eqn. 20

and Kd is the eddy diffusion coefficient. In this model, Kd was treated as constant
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(.5 ln2/sec). Tile boundary at the tropopause was treated as an infinite sink because

tropospheric washout/rainout is very rapid compared to stratospheric removal

processes.

If the stratosphere is treated as isothermal, i.e.,

n, (z) = no exp --(Z-zo )I/ZSCte] (25)

where zo is the cloud center altitude, z,,de is the atmospheric scale height, and n, is

the tracer density at zo, then the diffusion equation (24) simplifies to:

Kd a2f (z,t) Kd af . af (z,t) (28)
az2  zS•ale az at

Solving the equation for a point, source injection, we find:

f (z,t) xp 2A (27)
Z' 2

where

A = Zo-Z (28)

and
V2- (29)

This f(z,t) is equivalent to an n,(z,t) of the following form:

n,(z,t)= KN [ - ][e KJ] (30)

which Imay be thought of as tile product of two probability distributions, the first

relating to the diffusion profile of the tracer, the second relating to the atmospheric

density gradient. 'KN is a normalization factor which is a function of o, and z,,tr.

With soine furthei manipulation it can be shown that n1 (z,t) is also Gaussian:

1N ! 1N 1 o Zscale (i1
ex - (31)

2(z,1) = •2r, , 2 0

Tlic ambictit atmospheric number density gradient effectively displaces the cloud
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center below z0 by the facor As a, Increases with time, the effective cloud

center moves downward. Note that n. has the same dispersion as f(z,t).

A.3.c. Transport.

Sedimentation and diffusion were combined in a multigroup transport computa-

tion. The cloud was separated into 60 velocity (or size) groups:

60-n. (z,t f litvr,,)zt (32)

where v. is group sedimentation velocity and z. is the vertical group centroid. The

cloud was treated in effect as sixty rigid clouds with separate streaming and eddy

diffusion characteristics. The initial vertical dispersion of each group was taken as

the dispersion of the composiLe cloud (2.15 kin). Because eddy diffusion is a bulk

process, the same diffusion constant ('Id) was applied to each group. It was assumed

that once tile particles were formed during the thermal processes immediately after

detonation, the particle size distribution stayed reasonably constant in time, i.e.,

agglomeration was not included. Turco et al estimate the effects of agglomeration on

dust burden to be less than 10% (1:63). Yoon et al state that no clear evidence of

nuclear debris particle agglomeration exists (13:3-43).

Streaming was governed by the sedimentation velocity of particles at altitude z1 .

Since the sedimentation velocity is a function of altitude, treating the clouds as rigid

(all particles at centroid velocity regardless of altitude) introduces some error into the

streaminig calculation. Since dv/dz increases with decreasing radius (see figure 24), so

does the sedimentation error. An indication of the magnitude of the error is given in

figure 25. 'File figuire shows a comparison of the stratospheric burden predicted by

rigid cloud descelnt vs the descent of a multigroup cloud (initially Gaussian) of mono-

size partiv(s. The clouds wcrc given an initial centroid height of 25 km and a disper-

sion of 2.15 kill. For particles of radius >10/t, the error is small enough to be imper-

ceptible given the large tiime increments (1-2 weeks) used in the stratospheric debris

transk.r calculations. Ili the submicron regime, the cloud dispersion decreases

significantly (the cloud "bunches ulp) due to the increasing fall velocity with altitude.

This bliiclhing effect is reflected in the more sudden drop in burden for the multi-

group treatimnet than for the rigid cloud approximation (figure 25b). The
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sedimentation half-life is roughly the same for the two calculations. The early time

burden predicted by the rigid cloud approximation is accurate to within 30% of the

--multigroup treatment. At later times, the error is mitigated since for small particles

turbulent diffusion Is the dominant removal mechanism, especially as particles

approach .lp and less (the results In Chapter V show that in admissible size distribu-

Mtoons most particles are submicron with a median radius of -. 1ps). Thus, the error

introduced by the rigid cloud approximation is negligible above 104 and probably less

than a factor of 2 across the remaining size spectrum.

A.3.d. Burden Computation.

The transport was calculated using a Fortran subroutine (subroutine SMhAT-

FAL of Appendix D) which injected clouds at Foley-Ruderman altitudes and com-

puted subsequent size group diffusion and sedimentation. Figure 26 depicts the tran-

sport of the Ip group as computed by STRATFAL for the Castle Bravo event (area

under curves normalized to 1). The stratospheric burden vs time, B(t) is:

00

B(t)- f A,(r,,z,t) dz (34)

where the activity, A, (r) is a function of na (r) and the specific activity, S(r). A glo-

bal mean tropopause height of 12 km was used. The stratospheric burden computed

in equation 34 can be directly compared with atmospheric test data as depicted in

figures 15 and 18.

A.4. Specific Activity Treatment.

In order to relate activity burden to number size distribution, a functional rela-

tionship must be determined relating the activity expected on a particle to its radius.

Freiling has proposed a "radial model" of activity content in which refractory nuclide

activity is approximately proportional to particle volume:

A,(r) - Kgn(r)r 3  (35)

and volatile nuclide activity is approximately proportional to particle surface:

A, (r) - K n (r)r 2  (36)

where K. and K, are constants of proportionality.

52



DIAMETR - .10K+0 MICRONS

S.O

S /
LEGEND

o - PTme ,, .aI
.1 - Fog lim - .lI0.+

+ 0 P.11m -ke .1=+3.U
x u Pal Time , .2 ÷+*

0 m Ped Time * .Ug+4.

hours

I II I I ! !

0.0 1.4 2. 4.3 6.7 7.1 3.6 10.0 11.4 12I3 14.3
K• 10-

RELATIVE VERTICAL CONCENTRATION

Flgum 2X Group Fall Ilustraion

53



Available data on individual particle activity is usually presented in the form of

equivalent fimslons per gram, a quantity called specific activity. Some authors use

"specific abundance" which is probably a better term, although less prevalent in the

literature. An equivalent fission is defined as the number of fissions that must have

occurred in a device to produce the amount of a particular radionuclide observed on a

particle (49:382). There are 8.02 X 1023 nuclei in 235 grams of 2MU and each fission

releases 180 MeV. Thus 1 ton (2.6 X 1022 MeV) of completely fissioned material

when completely mixed with I ton of soil will yield particles with an average specific

activity of 1.4 X 1014 flssions/g.

Observed particle activities vary between r2 and r3 over the range of particle

sizes of interest for cloud modeling, conforming to Freiling's hypothesis. Some

anomalous behavior has been noted and explained for large particles (100 - 10001A) by

R. C. Tompkins (21). In addition, as previously discussed in section IV.A.4, Nathans

has observed a strong, non-Freiling radial dependence below .2ps in air burst debris.

Since this phenomenon is probably due to the presence of unmixed fission products, a

similar effect may not be present for surface bursts where much more mixing material

(carrier) is available.

It was initially assumed that in the cloud most of the activity resided on parti-

cles between .01 and 10 microns and, further, that the specific activity in this size

range obeyed Freiling's radial model. The first assumption was justified by what is

known about size distributions from microscopic analysis. Since these analyses show

the bulk of cloud particle surface and volume lies below 101A, it was expected that the

activity would probably behave likewise. The second assumption is confirmed from

mensured specific activity data (see for example figures 27-29). In most cases, specific

activity varied between that expected for refractory and volatile species:

refractory: S,(r) At ar ot con8tant (37)

volatile: S(r a(r) a -- (38)

S r2 r

Note from the example plots that for the same nuclide, S(r) behavior varies from

event to event.
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In the computation of stratospheric burden, a normalized n(r) was converted to

A(r) using:

A(r) al n(r)c . (39)

From this relationship A,, the fraction of activity in each group was computed from:

A, = K, f il(rfrl dr (40)

where

Ka m [ex-p [In(r'm)+L2ýt111 (41)

in the case of lognormal distributions or

K- L1LpOS/2r1nTCNF (In ro--ln ri )+ [4+ - + -- (4.P+j 2)
K. -- O e~' ro/rn -'.NP +1 (?-• ,max

in the case of Nathans' distribution. In the expression above, p is the exponent of the

power law tail and r, is the median radius cf the I th moment of the log normal por-

tion of the distribution:

r -- rM (43)

For 9°Sr, I was set to a nominal 2.5 based upon Nathans' specific activity

graphs. For the highly refractory 186 W, I was set to a nominal 3.0. A sensitivity

study was performed by varying I between 2 and 3 for both nuclides. This variation

altered the median radius bound by less than a factor of 2 for a lognormal n(r).

A.5. Matching the Model to the Stratospheric Data.

9°Sr data comparisons were carried out by main programs SHOT50 and

SHOTO0 (19505 and 1980s comparisons were run separately) which varied the n(r)

parameters (rm, fi, p, f.n) and then called subroutines to set the activity distribution,

inject the clouds from the combined events, and then compute activity removal with

time. Appendix D lists the optimization program for the 19"0s 9S data comparis-

ons. Similar programs were developed for 1950s 9°Sr and 1958-59 185 W data com-

parisons. In all cases, optimum n(r) parameters were determined by maximizing a
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" figure of merit expressed by:

x.- [B+(t,) - B(ti) 12(44)

where B+(ti) represented the measured stratospheric burden data from the last

chapter and B(tj) represented the model results (eqn. 34). The program flow Is

shown in figure 30.

Three sets of optimization runs were performed. 1960. 9Sr data was optimized

in a separate run from the 1950s 9°Sr. The third set used the iss W data from the

1958 Hardtack series. The 9°Sr data was split for two reasons:

(1) 1950s data was not as uniformly trustworthy as

1960s. Prior to Project Stardust (under which regular U2

sampling was conducted beginning in 1957), the 9°Sr burden

estimates were based on ground samples and limited balloon

sampling. Thus, estimated stratospheric burdens prior to 1957

were subject to considerable uncertainty.

(2) The 1950s high yield events were mostly contact

surface bursts (detonated within 1 meter of surface). IL the

1960's, although the exact burst heights were not available,

they tended to be higher in general to avoid local fallout

(58). Thus, running separate optimizations might identify

systematic differences in particle size distributions between

the two eras. Indeed, results indicate a larger size

distribution for the 1950s events as compared to the 1960s but

the difference is small enough that it could be due to

uncertainties in the data and model.

Rwults from stratospheric n(r) optimization runs are presented in section V.A.
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B. Tropospheric (Local/Intermedlate) Fallout Transfer Modeling.

I.1. Properties of the Troposphere.

Because of the unstable temperature profile in the troposphere, a different verti-

cal transfer model was needed. Stronger vertical air currents exist and the hygros-

copic nature of debris particles leads to removal by washout. Disregarding horizontal

transport, the following equation governs particulate density in the troposphere

(50:507):

Sin - n4Z---a -6bn 2 -_ .0 (45)

where Kd is the eddy diffusion coefficient, n is the vertical particle concentration, a is

the washout removal rate (a Is the reciprocal of the residence time, T), b is the coagu-

lation coefficient, and w is the sedimentation velocity. According to Junge, washout

is the predominant removal mechanism for naturally occurring particulates (average

radius .03.u) below 5 km so that equation (45) may be simplified to:

8nKd-_- -_an -0 (46)
0z 2

By noting the altitude range over which n decreases by a factor of ten, Junge esti-

mates residence time for particulates below 5 km to be somewhere between I and 10

days. Above 5 kin, removal by washout diminishes and the effective particulate

residence time increases. The TTAPS study used a tropospheric reidence time of 10

days for smoke however this represented a global average. Sin'2e Junge's estimates

were based upon data taken over the continental United States' midsection, 'the

present model varied T between his bounds. Even though the average initial cloud

center height was in the vicinity of 10 km for Nevada shots, sedinmentation lowers the

activity centroid to altitudes for which Junge's values were considered reasonable.

Constant exponential washout was assumed.

Tropospheric sedimentation was modeled using the same algorithms developed

for stratospheric sedimentation (Section IV.A.3). Based upon Junge's analysis,

washout was assumed to dominate eddy diffusion effects.
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B.2. Tropospheric Cloud Injection and Removal.

B.2.a. "Sr Injection.

The Foley-Ruderman model was not needed for intermediate fallout modeling.

Since all events considered were low yield U.S., the measured cloud heights were

available (47). The initial cloud centroid was taken as the mean of the reported

cloud top and bottom.

Initially, an attempt was made to model injection and removai event by event.

This approach proved extremely unwieldy since it was determined that 75 bursts con-

tributed to offiite 9Sr between 1951 and 1958 (Table Ml). Although wind data over

the test site was readily available at shot time, properly modeling individual bursts

would have required including wind and rain data over the central United States for

3 days following each event, a grueling proposition. Instead, the average behavior of

the 75 bursts was determined and a composite injection of 9°Sr was modeled. Table

MU lists the contributing events and their injection parameters (based on iWformation

in reference 47).

The 75 events had a combined total yield of 095 KT and lofted roughly 99.5

kilocuries of °°Sr. Yield weighted average injection parameters were as follows:

Y= 13 KT

Cloud center 10.4 ± 1.2 km

Wind Speed -- 70 * 15 km/hr (at cloud center)

Wind Direction == 2480 ± 240 (compass)

B.2.b. 9°Sr Removal.

The model included both sedimentation (same model as for stratospheric tracers)

and washout. The change in the activity aloft as a function of time was described as

follows:

Sot( t

where X is the reciprocal of the washout residency time, T. The solution is of the

form:
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TABLE M

Events Contributing to OqSit4 Fallout Through 1968

EVENI YIELD CLOUD WIND WIND BURST

NAME (kt) CENTER (mf) DIRECTION () SPEE) (mph) HEIGHT (ft)

OPERATION: RANGER

Able 1 130 300 28 1060

Baker-I 8 330 290 38 low8

Bay 1 10 340 32 1080
Baker-2 8 25 290 51 1100

FoX 22 35 290 52 1436

OPERATION: BUSTER-JANGLE

Baker 3.5 IT 60 24 1118

Charlie 14 34 30 20 1132

Dog 21 34 330 66 1417

EAy 31 43 340 52 1314

Sugar 1.2 13 210 51 3.5

Uncle 1.2 9 * 220 24 .17

OPERATION: TUNMLERt-SNAPPER

Able 1 130 250 17 793

Baker 1 13 340 9 1109

Charlie 31 37 290 17 3447

Dog 19 36 260 47 1040

Easy 12 300 220 107 300

Fox 11 37* 240 40 300

George 15 34 0 190 41 300

How 14 34 0 16O 29 300

OPERATION: UPSHOT-IKOTHOLE
Annie is 35 200 61 300

Nuay 24 34 210 60 300

Ruth .2 12 300 17 305

Dibe 11 39 290 138 62
Ray .2 10 340 20 100•

Badger 23 30 310 63 300

Simon 43 38 270 49 300

Encore 27 36 240 196 2423

Harry 32 35 290 72 300

*estimated
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TABLE MI contlnued

Event& Contributing to Off-Site Fallout ThrouSb 1968

EVENT YID CLOUD WIoD WIND BURST

NAME (kt) CENTER (kft) DIRECTION () SPEED (mph) HEIRHT (ft)

OPERATION: UPSHOT-KNOTHOLE

Orable 15 29 220 92 624

Climax 61 39 280 26 1334

OPERATION: TEAPOT

Wasp 1 18 320 76 762

Moth 2 20 300 62 300

Teals 7 24 280 33 300

Turk 43 40 260 18 S00

Hornet 4 33 280 43 300

Bee 8 36 310 47 800.

Eu 1 10* 340 29 -67

Apple-I 14 7 280 47 600
Wasp' 3 27 260 •9 739

HA 3 33 320 36 M Alt

Post 2 14 350 8 300

Met 22 36 240 88 400

Apple-2 29 43 210 29 800

Zucchiui 28 33 280 77 600

OPERATION: PLUMBBOB

B•lt an 12 28 160 23 0oo

Frankl~n .14 16 220 6 300

Wilson 10 30 220 20 500

Priscfis 37 34 260 16 700

Hood 74 42 210 28 1600

Disblo 17 26 300 14 00

John 2 20 220 22 HI Alt

Kepler 10 24 180 16 800

Owens 9.7 28 220 20 800

Stokes 19 32 200 76 1500

Shutst 17 24 300 7 500

Doppler 11 31 230 43 1600

Franklin' 4.7 27 220 40 760

Smoky 44 36 300 36 700

Qalilec 11 27 70"0 12 So0

eatmsted

aextromely erratic winds
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TABLE M eouttnued

Eyent. Contributing to Off-Site Fallout Through 1958

EVENT YIELD CLOUD WIND WIND BURST

INAME (kt) CENTER (kft) DIRECTION () SPEED (mph) HEIGHT (ft)

OPERATION- PWMBBOB
"Wheelr .2 15 120 120 600

Coulomb-B .3 168 100 8 3

Laplace 1 17 200 9 760
Fama 11 34 120 22 500

Nveton 12 20 260 51 1600

Whitney 19 24 60 10 600
Chur!neto 12 28 190 48 1600

Morgan 8 33 280 60 500

OPRATION: HARDTACK II

Morm 2 14 380 23 1800
Lo" 1.4 14 110 3 1600

Socorro 6 23 220 19 1450
Wragell .115 8 220 16 1500

Rushmore .1A8 140 5 600

Sanford 4.9 19 280 32 1800

Do Bao• 2.2 14 280 13 1500
Sata Fe 1.3 16 40 43 1500

averqag: 13.3 kt 26.2 kft 238' 39 mph 99.6 ft

at&imatwd
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X--t X-

A (t)-Aoc- t -A. 6- f _. xe de (48)d d

't-where A. is the initial atmospheric activity burden. A separate expression is needed

for sedimentation rate since this is a function of particle radius (washout rate is not).

If g(t) is defined as the fractional activity removal rate by sedimentation such that:

fd de

where a is normalized activity and Aý, as the activity remaining in the atmosphere

from which sedimentation can still progress (the "sedimentation pool'), then A(t)

becomes:

A(t)- AO - fe-\ A.(e )g(e ) de (5)

But since the sedimentation pool is being exponentially depleted by washout:

As A. e-• (51)

we have finally:

A(t) - e->tAo - fg(t ) de (52)

This expression was incorporated into Fortran program INTOPT (Appendix E) as the

basis for intermediate fallout removal calculations.

B.3. Ground Contour Computation.

Equation 52 gives the rate of tracer removal. In order to compare with the

available data (which is presented in the form of ground contours), fallout smearing

was wodeled. The Bridgman-Bigelow approximation (29:215) was adapted for this

purpose. Bridgman and Bigelow developed a simple expression for ground activity

surfaýe density (A,) which in terms of unit time reference activity (A,) reduces to:

AGy) - AIf (y,t.)g(t,)
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where the cloud is moving in the x direction, y is the transverse direction, t, is the

cloud arrival time, and f(y,t,) is the cloud spacial distribution in the transverse direc-

tion (assumed to be Gaussian). In order to include washout, the present model

replaced the Bridgman-Bigelow g(t) function with " 1 (equation 47). Other

modifications included ascribing a Gaussian vertical profile to the cloud and incor-

porating DELFIC fall mechanics (as described in section IV.A.3.). A constant wind

velocity was assumed but the wind direction was changed according to the direction

of the activity hotline (figure 31).

Given A,(x,y), contours were drawn using the linear interpolation routine con-

tained in the DISSPLAtm graphics system (80). The model was checked by compar-

ing contours with an example case computed by Bridgman and Bigelow (29:215-216).

B.4. Matching the Model to the Intermediate Fallout Data.

For reasons discussed in section IV.B, rigorous contour correlations between the

data and the model were not performed. Instead, given the tremendous uncertainties

inherent in the calculation, a simple comparison of activity grounded vs distance was

used in an attempt to optimize n(r). The activity contours were subdivided by

breaking the hotline into six segments as shown in figure 31. The activity deposited

along each hotline segment was estimated assuming a Gaussian transverse distribu-

tion such that:

,I i. - ,AT _ ., (54)

where A., is the peak surface activity density along hotline segment i, Axi is the seg-

ment length, and a., was estimated from:

ay, ;t Y 10 2 In- P. / (55)

Y10 was determined by bisecting each hotline segment and averaging the distance

from the hotline to the 10 mC/ms2 contour. While upper and lower bounds for the

activity density were available for segments 2-8, no upper bound was available for

segment 1. Possibly high values of activity density due to local fallout within the

60 mC/mO2 contour would have made a large difference in the average activity
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TABLE IV

Incremental Intermediate Fallout Deposition

segment A, P. AA

number millicur/mi 2  miles miles kilocuries

1 65 450 196 14.7

2 55 757 310 32.3

3 45 252 284 8.08

4 35 229 253 5.09

5 25 184 237 2.74

8 15 23 394 0.34
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density along segment 1. Checks of local maps of 90$r deposition in Nevada and

Utah revealed that 65 mC/mni 2 is a reasonable average (61,62). Table IV gives the

deposition computed for each segment.

This method allows for the presence of activity outside the 10 mC/mi 2 contour

(in contrast to roughly 40% computed within the 10 mC/mi 2). Isotopes, Inc. (52)

constructed the intermediate fallout man used for the analysis and 6uessed that the

bulk of the remaining 60% was depo -' locally. The present analysis supports the

opposite conclusion, namely that the remaining activity was still aloft.

The intermediate fallout n(r) optimization proceeded similarly to the stratos-

pheric n(r' optimization (Section IV.A.5). The only difference was that the intermedi-

ate fallout n(r) optimization was based on ground activity frction rather than the

stratospheric fraction. Optimization was performed by a main program INTOPT

which varied n(r) parameters, called subroutine INTFAL to compute tracer removal,

and finally computed a figure of merit as in equation 44. The results of the optimiza-

tion are discussed in section VB.

'7 '-



- •V. Results.

The previous chapter described the modeling of vertical activity transfer in the

stratosphere and troposphere and the approach used to optimize n(r). Chapter V

presents the results of the optimization calculations. Chapter VI summarizes the

findings and presents recommendations for their implementation.

A. Global (Stratospheric) Tracer Removal.

£.1. 9GSr Removal.

The unaltered DELVIC size distribution was used as the initial n(r) input to the

stratosvpheric fallout subroutine, STRATFAL (see listing, Appendix D). The DELFIC

distribution was obviously too heavy to explain the data as is evident from figure

32. A combination of the 1950s and 1060s results are shown. If the activty were dis-

tributed according the the DELFIC ground fallout nominal, the stratospheric burden

would have decayed in days rather than months. The DELFIC distribution is obvi-

ously biasad muLh too strongly toward the heavy end of the particle size spectrum.

It was expected that the TTAPS distribution, with its larger activity fraction

below ls, would better match the data. This was indeed the case, as shown in figure

33. Although some improvement was evident in comparison to the DELFIC nominal,

even this distribution was too heavy to explain the data (the modeled stratospheric

burden again drops too quickly). The critical parameter in Nathans' distribution is

fIn, the mass fraction below ro- This turns out to be a rather complicated function

of Nathams' n(r) parameters:

( -4

rMax

-1 -+i 3- ,1 4r2 N gp_ p 04 (56a)

2 AU.1,,,- I + --- , .- 4 (5'b)
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RD is a function of the power exponent, p, and varies between 0.7 and 1.7A for

3.p <5. Thus over the range of p bracketing Nathans' data, fm" is a good indica-

tor of the fraction of mass in the submicron range.

Best fits to the stratospheric data were obtained when all of the mass was placed

In the submicron regime (Vin 1.0). For fixed tt, is optimized for high values

of p (p - oc). For fixed p, fm is maximized as r. -or.. In either case, best fits

to the stratospheric data were obtained with m- 1 such that optimum rma and p

values are not physically reasonable. As an example, figure 34 depicts the data-model

comparison with 100% of the mass below r,. The fit looks good, but the size distri-

bution is truncated at r0. Thus, the Nathans' hybrid function does not adequately

predict the removal of g°Sr from the stratosphere.

Next, parameters for a pure lognormal distribution were optimized by varying

r. from .01 to 101i and the slope from 1.01 to 4. A Gauss-Newton optimization was

used at first but later abandoned because the data did not yield a unique solution (see

figures 35, 36). It was more expedient to vary the parameters continuously and gen-

erate a three dimensional plot of the figure of merit, X, vs r.. and slope. The figure

of merit was defined as:

- {06 [B+(t,) -B(rim9/6'ti)I} (57)

where B÷(tj) represents the measured stratospheric burden, and B(t) the model

results.

Separate parameter variations were performed for 1950s and 1960s data. A total

of 450 cases were run for each era. Figures 35 and 36 plot X vs rm. and slope for

19509 9°Sr removal and 1i080 90Sr removal respectively. Note the lack of a unique

solution (see figures 35, 36). Rather, for any slope, an optimum rm is indicated. If

the slope is -2 (Nathans' value) the median radius is in the vicinity of .AA for each

optimization, scmewhat lo,.er than the r. indicated by Nathans' surface burst sam-

ple analysis. The figure of merit improves slightly as r decreases. Thus the distri-

bution which best predicts the r.moval of 9°Sr from the stratosphere is biased more

toward smaller particles than even the TTAPS distribution and can be modeled as a

simple lognormal function rather than a hybrid splice. Figure 37 plots model results

74



S!

MOMENT - 2.5 RM--I SLOPE , 2.0 FO - .15E+01

z
"I

3.-
2'

1-

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14

YEAR

I I I I' I I I I ' ' ' " I ' " " I I

1168 111 I= lef Is= 1*4 191 19M

- ModeI
0 Dea

Figure 34. *Sr Burden from U.S. and Foreign Tests, fm - l(rmrnx ,r)

75



to x

Figure 35. NOr) Parametr Variation, 19Ss "Sr

76



-. C.

Ftu 8 1)Paa ee aitin 90 2

too7

10;



-- - . .o .~ -o4 " -zu -R -. s,-.o , - o - ,',- -

MOMENT -L5 RM w.14 SLOPE -P 2L0 F0 MUE+00

z
&-

0 Model

2.0

0.0 1.0 .0 20. 4.0 5.o 0.0 7.0 LO 1.0 10.0 1.0 12.0 13.0 14.0

YEAR

Figure 37. S~r Burden from U.S. and Foreign Teom, Reasonable Fit

78



vs stratospheric data using r,. - .11A and/3 ln(2). The fit is quite reasonable given

the large uncertainties in the stratospheric measurements. The disparity between

model and data around 1980-61 is possibly explained by the arrival of debris from

two high yield exoatmospheric bursts (250 kin), Teak and Orange, which occurred in

late 1958 (52:82). These bursts were not included in the burden calculations.

It might be argued that the bias toward a smaller particle distribution was a

result of the volatility of 9°Sr precursors (63:3). The mass chain condenses late

(roughly 5 minutes after detonation for megaton class weapons) such that the gaseous

precursors, not heavily influenced by gravity, may have risen higher than early con-

densing chains. The rare gas precursors would have inhibited 9°Sr scavenging by

local fallout. At the time of condensation, sedimentation would have lowered the

concentration of the heaviest particles to some degree, such that condensation nuclei

may have been generally smaller for 9°Sr. The best test of this possible explanation

for the smallness of the particulates carrying the 9°St was to compare the behavior of

a refractory nuclide. Fortunately, data on the stratospheric removal of 185 W, with

one of the highest condensation temperatures on the periodic chart (therefore highly

refractory), were available.

A.2. '8 5 W Removal.

The sequence of optimization trials for 185 W was identical to that used for 9°Sr.

As in the case of 9°Sr, the nominal DELFIC distribution predicted a stratospheric

removal rate which was much too rapid (figure 38). But again, surprisingly, the

TTAPS distribution predicted a faster removal than indicated by stratospheric sam-

pling data (figure 39). Indeed, the behavior of 186 W appeared to be very similar to

that for 9"Sr, such that the TTAPS function again did not give satisfactory results

except for non-physic! values of n(r) parameters (see discussion in section V.A.1).

As with 9°Sr, parameters were optimized for a lognormal function based on a

figure of merit as expressed in equation 57. The results were not extremely different

from 90Sr. Apparently, the two nuclides resided on similar debris particle distribu-

tions. A reasona6Le datamodel comparison for 186W is shown in figure 40 for

r -n -. 2t& and 0 - In(2). Figure 41 plots best fit r, and logarithmic slope values

from 9°Sr and as W optimization calculations. Notice that the '8 5 W results are
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straddled by the 9°Sr results, evidence that the tracers reside on similar particle

populations despite dinering mass chains and physical properties. These curves by

themselves did not isolate a unique size distribution. In order to limit the range of

admissible parameter values, another experimental observation was needed.

In his experience with test sample data, Nathans noted that he rarely if ever saw

nuclear debris particles of radius less than .0114 (84). Since he based his size distri-

bution statistics on samples of typically 1000 particles, the probability of the presence

of particles < .011 is at most .001. By plotting the locus of rm ,'vs slope which satisfy

the inequality:

S"• xp ½ in r. -In r
1 exp r <[ .001 (58)

it was possible to bound the admissible values of r,, and slope (figure 42 shaded

area). Since for each nuclide the figure of merit improved with decreasing r,,,, actual

parameters are expected to lie closer to the lower boundary of the admissible area

(lower rm, higher logarithmic slope).

The particles which linger in the stratosphere obey a size distribution which may

be described by a logno-mal function and is smaller in general than either the

DELFIC or TTAPS distributions. Thus, stratospheric particulates were initially

expected to be removed at an even slower rate than the nuclear winter studies

predicted (1,2,3,4,5). However, this conclusion turned out to be premature, and was

contradicted by the intermediate and local fallout results.

An important clue to determining the true size distribution parameters was the

fact that, for both 90Sr and '"W, the size distribution which predicted their long

term behavior was quite similar to size distributions which Nathans determined for

air bursts. This was despite the fact that all bursts producing 185W were contact

surface bursts, and that the 1050s events producing significant stratospheric 90Sr

were predominantly surface or near-surface bursts.

B. Intermediate Fallout.

As described in section IV.B. intermediate fallout data consisted of 9°Sr activity

contours over the coatincntsl U.S. The initial comparison calculation used the n(r)
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bounds determined from the analysis of stratospheric 9°Sr removal (nominally taken

as rm = .1 14, B = ln(2)). The results were quite puzzling. Virtually no intermediate

fallout due to sedimentation was predicted if the 9°Sr was carried by particles obey-

ing a stratospheric size distribution. Washout appeared to be the only removal

mechanism (figure 42). A reasonable comparison between predicted and actual con-

tours was obtained by turning off the sedimentation effect entirely and using a

washout e-folding time of 48 hours (figure 43).

Because of the tremendous uncertainties inherent in the computation of inter-

mediate fallout (combining 75 bursts, assuming constant wind along the hot line,

assuming exponential washout which may completely mask sedimentation effects), it

was not possible to predict size distribution parameters from intermediate fallout

data with any confidence. However one set of optimization calculations was

made using plausible atmospheric parameters (constant wind speed of 40 mph,

washout e-folding of 72 hours) to determine if the size distribution could be described

with a lognormal function. Indeed it could, as shown in figure 44. A median, radius

of .271A and slope of 3.1 optimized intermediate 9°Sr removal for the assumed atmos-

pheric behavior.

As a point of interest, the model was exercised using the DELFIC nominal distri-

bution and the TTAPS distribution, with results shown in figures 45 and 46. The

DELFIC distribution obviously overpredicted grounded activity. Indeed, the DELFIC

distribution by itself came close to predicting observed contours. However, it is

extremely unlikely that the true distribution resembled the DELFIC n(r) since most

of the 75 bursts contributing to off-site activity were air bursts and the nomjinal

DELFIC distribution is based on contact surface and buried burst particles. The

TTAPS distribution gave a reasonable fit but this was considered fortuitous given the

uncertainties in the model. A rigorous optimization of the TTAPS distribution was

considered to be unfruitful.

The most useful information from the intermediate fallout analysis was that the

stratospheric distribution, based largely upon data from surface and near-surface

burst injections, predicted virtually no fallout by sedimentation. This result was puz-

zling since significant local fallout was observed on clear days (no washout) for all

surface and near-surface U.S. events (47). The intermediate fallout results implied
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that the stratospheric n(r) did not represent the complete description of the actual

particle size distribution for surface bursts.

C. Resolving the Global vs Local Fallout n(r) Dichotomy.

The stratospheric and intermediate fallout results were paradoxical. The stratos-

plieric tracers resided on particles lofted predominantly by surface and near-surface

bursts. Yet the stratospheric activity resided on particle distributions more represen-

tative of air bursts. The intermediate fallout model predicted no activity deposited

via sedimentation when upper bound stratospheric size distributions were used thus

contradicting observed local fallout particle size distributions from surface bursts

(DEUlIC being one example). These local size distributions are removed primarily by

sedimentation as predicted by Bridgman-Bigelow (29) and others. Additional infor-

niation was sought to explain coexistence of these different size distributions each of

which explained one portion (global vs local) of the observed fallout but not the

other.

C.I. Cloud Samples vs Ground Samples.

Thc differences observed between particles from cloud and ground samples pro-

vided an important clue to resolving the size distribution dichotomy. Tompkins et al

have published a comparative study (49:381-,100) of cloud and ground samples from

four events in which they superimposed plots of specific activity (S) vs particle size

for cloutd and close-in fallout samples. Figures 47-50 show these superpositions for
H'A'Ce, 99Mo, 1401Ba, and 45Ca respectively. A careful examination, of these plots

reveals that, invariably, S(r) is lower for ground samples than for cl6ud/distant sam-

ples by a Significant margin (roughly a factor of 5 for refractory chains when aver-

"a ged over radius; less pronounced for volatile chains). Thus it appears that for the

sa'nc cticnt spcecific activity is bivariate, and fundamental differences exist in the phy-

sical prolerties or particles deposited locally vs particles remaining in the cloud or

de posit,led at some distanlt location.

'l'The existence of these fundamental differences is further supported by Tompkins'

separation of' ground sainples from the 5 megaton barge-mounted Tewa event (sam-

p.les ' rwc froin a location 1.7.5 km upwind and probably represent debris which fell
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within 1 hour of detonation) into spherical and irregular fractions. The specific

activity of these fractions are overlaid in figure 48. It is interesting that the higher

specific activity of the spherical particles (over their admittedly limited size range)

more closely ma.tches that of the cloud particles while the lower specific activity of the

irregular particles more closely matches that of the ground samples. Thus even

though Tompkins did not separate cloud samples into spherical and irregular frac-

tions, one might expect that cloud samples would be richer in spherical particles and

close-in samples would be richer in irregular particles. Tompkins concluded that the

high specific activity of the spherical particles was the result of a more intense ther-

mal history such that refractory chains were incorporated in the spherical particles

during a hot early phase which the irregular particles never experienced (49:395).

Apparently the spheres originated from the condensation of material vaporized in the

fireball at a time when the fission product concentration was very high. The irregu-

lar particles did not rcach fireball temperatures and probably were unmelted or par-

tially melted soil particles whose material was not homogeneously mixed with fission

products, hence they exhibited a lower specific activity.

C.-2. Spherical and Irregular Particles in Cloud Samples.

Nathans confirmed the existence of spherical and irregular particles in debris

clouds by separating cloud samples into spherical and irregular particles on two sili-

cate surface bursts of yield .5 KT and 10 KT (16:367;64). He found that his smaller

size fractions were richer in spherical particles, and that the bulk of radioactivity was

carried by the spheres (as a consequence of their higher specific activity). For the 10

KT event, he performed independent size statistics for spherical and irregular parti-

cles and found that they obeyed different lognormal distributions (figure 51). The

spherical particles tended to be smaller with median radius of 0.1,u and a logarithmic

slope of 2. The irregular particles tended to be larger and more disperse with median

radius of .17p1 and a logarithmic slope of 3. For both events he found that spheres

outnumbered irregulars in cloud samples approximately 2.3:1. The larger irregular

particle ensemble would sediment more rapidly than the smaller more narrow spheri-

cal particle distribution. It is interesting that the size distribution of spherical parti-

cles is typical of the size distributions Nathans measured for air bursts (17). This

fact, taken together with the optimum distribution derived for stratospheric debris,
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implies that surface burst particle distributions contain a component which is similar

If not identical to the size distribution for free air bursts (in which little or no soil is

mixed with the weapon debris and all debris reaches fireball temperature).

C.3. Specific Activity Catastrophe.

From free air burst data it is apparent that debris which reaches fireball tem-

perature tends, through hydrodynamic processes, toward a characteristic size distribu-

tion with rm 1p .I/3 • Ln (2). This behavior is corroborated by the size distribution

of what appears to be unmixed fission products in air burst debris. Nathans observed

that below 1i the specific activity of particles increased rapidly with decreasing

radius (64) in a manner uncharacteristic of the Freiling radial behavior (in which

activity increases as the 2nd or 3rd moment of the number size distribution, refs. 66,

67). An example of this behavior for Promethium is shown in figure 52. Nathans

described the effect, which leads to extremely high specific activities at low radius, as

a "catastrophe" which he was unable to explain. For the several airbursts which he

studied, the specific activity for submicron particles was observed to vary between

r-2.5 and r-35 for refractory chains.

The effect was of concern for the present research because the fraction of total

activity carried by jubmicron particles could be dramatically' affected by the catas-

trophe. The effect can be explained if at the time of detonation a totally random

fission product dispersion occurs such that nuclide concentrations on individual parti-

cles are roughly independent of radius. Particle specific activity would then be scat-

tered about r-3, as observed. In one study (64) Nathans overlaid 95Zr specific

activity data for a range of yields. A linear fit to his points in log space reveals that

the submicron specific activity obeys the following relation roughly independent of

yield:

S(r) - 16 X 1017 fission8 (r in rnicron8) (50)
r2_5 gram

It i3 hypothesized that the submicron particles are pure fission products, and that

they therefore obey the characteristic size distribution for high temperature debris. If

the fission product dispersion is totally random, it is useful to compute an average

activih, per gram. Tbt: average, if indeed the particles are composed of pure
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fissioned material, should equal the total activity available (1.4 X 1028

fissions/megaton) divided by the mass of totally fissioned bomb material (5.7 X 104

g/megaton). Using the number size distribution characteristic of stratospheric surface

burst debris and air burst debris, the average specific activity is in fact within 10% of

this quotient, i.e.:
00

- f S$(r)A()dr 2.- 1.4 X 10e fJison(
0 5.7 x 104 gram

where,

)- - 2)r ex () In 2

The equality expressed by equation 60 lends further credence to the parameter values

believed to govern the high temperature debris size distribution.

D. Proposed Cloud Distribution.

The evidence discussed in section V.A, V.B, and V.C supports the existence of a

bimodal cloud particle distribution for surface bursts:

n(r) - n 1(r) + n2(r) (62)

where n1 represents high activity spherical particles formed from the condensation of

vaporized bomb and surface materials. The second mode, n2, represents irregularly

shaped particles of unmelted or partia.lly melted (low temperature history) surface

material with a lower activity concentration in general.

Such a distribution explains the apparent differences in size distributions govern-

ing the behavior of fallout at early and late times. In the stratosphere at late times,

an nj type distribution governs tracer removal as demonstrated by the 9°Sr and
1"8W optimization results of section V.A. The early cloud (within several hours of

detonation) particles represent both n1 and n 2 behavior as indicated by Nathans'

analysis of surface burst clouds (16,64). As should be expected, close-in ground sam-

ple particles are more characteristic of n2 as noted by Tompkins (predominantly

irregular in shape, ref. 49:396) and Norment (DELFIC distribution more closely

approximates n2, ref. 8). Air bursts with little or no surface material present such

that all debris reaches fireball temperatures produce an n, type distribution almost
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without exception (exceptions include some tower shots, and lower air bursts with

some limited surface material contamination). A heuristic illustration of the origin of

the n1 and n2 distributions appeari in figure 53.

The nj parameters are well established by the independent results previously

discu-ied- namely, a lognormal distribution with rm of .1 p and slope of 2 describes

the behavior of stratospheric tracers, air burst debris, and unmixed fission products.

The establishment and corroboration of n 2 parameters was not as straightforward.

E. Characterization of n2.

The most direct evidence available for an actual n 2 size distribution is Nathans'

analysis of cloud samples from the 10 KT silicate surface burst discussed in section

V.C.2. Nathans divided his samples into spherical and irregular particle fractions

and characterized their size distributions separately. The results for one sample are

shown in figure 51. Ins n 2 distribution is lognormal with a median radius of .17 p

and a slope of 2. Unfortunately, this is the only instance in which he intentionally

characterized spherical and irregular particle size distributions separately (68).

Nathans did characterize what is purported to be the undifferentiated size distri-

butions of clouds from four surface bursts (Johnie Boy, Koon, Zuni, and Bravo, ref.

18). However, a careful reading of his documentation reveals that (for undisclosed

reasons) he included only irregular particles in his size analysis (16:367). Thus, the

particle size statistics for these events were used to get additional information on n 2.

A puzzling aspect of Nathans' particle statistics for the four surface busts was

the power law behavior (not lognormal) of the size distributions above Ip diameter

(see figures 4-6). This behavior can be explained by noting the position of the air-

craft with respect to the cloud at the time of sampling. Apparently the sampling air-

craft could not get up to the cloud altitude. In all but two of Nathans' samples for

the four events, samples were extracted at altitudes below the visible cloud (see table

V). Only Johnie Boy samples 827L and 842L, although lower than the cloud vertical

centroid, were within the visible cloud. It was apparent that the low sampling alti-

tudes affected the size distribution of the samples vis-a-vis the aggregate cloud.

Nathans did correct for sedimentation in plotting his size distributions (16:379).

However, his correction factor did not account for a variable vertical cloud
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Table V
Nathans' Samples: Bravo, Zuni, Koon, Johnie Boy

Cloud Sample
Event/sample Yield Soil Top' Bottom Time Altitude

Bravo (1954) 15 MT coral 34km 16.6km 4hrs 15.5km

Zuni (1956) 3.4 MT coral 24.5km 15km 3.1hrs 12.7km

Koon (1954) 150 KT coral 16.5km ..
/1086 3.1hrs 11.95km
/051 3.1hrs 11.95km
/7269 3.1hrs 11.95km

Johnie Boy (1962) .5KT silicate 5.18km 3.81km
/842R ,6hrs 2.95km
/842L .4hrs 3.4ikm

/245L .8hrs 3.7km
/827L .35hrs 4.35km

"In fallout calculations, the cloud centroid was taken as the mean of top and bottom
altitudes. The stabilized cloud was modeled as Gauusian in the vertical dimension with
a, - 1I4(CT--^B)

OA strong wind shear at about 11km directed the bottom portion of the cloud away
from the remainder of the cloud.
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concentration profile and consequently was not very large (less than a factor of 2 in

all cases). Thus, his corrected distributions are very nearly equal to what was actu-

ally measured. Nathans' correction factor does account for the vertical velocity gra-

dient which does not produce as large an effect as the vertical concentration gradient

(Section A.3.c).

Nathans used aircraft samples taken between .4 - 4 hours after detonation. Fig-

ure 51 illustrates size group stratification predicted (assuming Gaussian dispersion

and using subroutine STIRATFAL) at 4 hours following the Bravo event. The

graph is plotted with n(r) as constant so that only variations due to the vertical con-

centration gradient are depicted. Note that at any sampling altitude, z, (a 12 HM

sampliiig altitude is marked), the sample n(r) is greatly affected by the vertical

stratilicatioin. At thne t=-0, assuming that all size groups are distributed uniformly

in the z direction, a distribution, n 0(rj,t J,z,), proportional to the true cloud distri-

bution would be ineasured at any altitude. If a sample is taken at a later time, a dis-

tribution of n,(rj,/t,z,) is measured. It is then possible to relate no to n. by using

the correction factor, CG:

n0 (ri, 0, Zs) n,(rj, t, Z.) (63)
.C.

Ci is defined as

i f (zo -Z()

where f is the vertical distribution function. In this case, analogous to equation 30,

f (z -z,)= ]'" (65)

Ci for BIravo is plotted ii, figure 55 (DELFIC fall mechanics were used). Note that

the correctioti factor peaks at that particle diameter which has just reached aircraft

altitude at sain)liug time. The apparent, population at this diameter would be

cmmh:l||ccd inl the sample. The sample would be depleted in larger particles since they

would have fallen past tile samplinig altitude. The smallest particles would be present

in their true proportions (Cj = 1).
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It is suspected that this correction factor boosted the population in Nathans'

samples in the 10-10014 range and that. this effect causes a lognormal distribution to

approximate a power law. This possibility was investigated by using Nathans' log-

normal characterization of irregular particles for the 10 KT silicate surface burst as

the aggregate cloud n 2 distribution for the four events. For the 10 KT event,

Nathans realized that sedimentation had affected the population of particles larger

than 10/A in his samples and therefore confined his analysis to particles of diameter 2/A

and smaller (see figure 52). Gravity sorting would not have significantly affected the

relative population of these small particles at sampling time (figure 10). Thus the 10

KT particle statistics were a reasonable standard of comparison. It was suspected

that the lognormal parameters developed for <214 particles would also describe the

larger particle population.

Starting with a lognormal aggregate cloud distribution, the correction factor was

applied to determine the sample population at the time and altitude of extraction.

The calculation for Zuni sample 049 is illustrated in figure 56. Application of the

correction factor to the lognormal distribution yields a curve that does in fact

approximate a power law function. Indeed, a straight line fit to the curve falls as

r -9 (Nathans' fit yielded an exponent of -4.07). Similar results are obtained for the

other samples. In each case, the correction factor applied to a lognormal distribution

with rm --= .17 /A and 0- = ln(3) masquerades as a power law function. In order to

determine the best slope, rm was held constant and # was varied until the slope of

the corrected lognormal distribution matched Nathans' power iaw exponent. In each

case a logarithmic slope of -3 provided the best fit (see figures 57-59). Varying rm

between .1--.5/a did not significantly affect the optimum 13.

The correction factor as expressed in equation 64 did not explain the depletion of

submicron particles in Nathans' samples (figures 4-6). A more elaborate correction,

taking into account variations in f(z) with size group is probably needed. Since

Nathans did not find spherical particles in samples taken underneath the visible

cloud, there is reason to believe that smaller particles were more tightly clustered at

the cloud center (smaller oLT) such that their presence at sampling altitude would have

been considerably diminished (65:3). Such clustering could be caused by the centrifu-

gal action of the toroidal cloud motion which should preferentially disperse the
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heavier particles. This phenomenon would explain the absence of spherical particles

in Bravo, Koon, and Zuni samples (all significantly below the cloud centroid) and the

presence of spherical particles in Johnie Boy samples (taken near the could centroid).

Another possible explanation for small particle depletion is agglomeration due to

differences in group fall velocity. The relatively motionless small particles might have

been depleted by sticking to larger particles falling through their midst.

Admittedly there are many remaining questions concerning the n 2 distribution.

Only one instance (10 KT silicate burst) was found in which n 2 was intentionally

analyzed as a separate, independent entity. It appears that only n 2 type particles

were analyzed for Johnie Boy, Bravo, Zuni and Koon. It is puzzling that few if any

spherical particles were present in the Bravo, Zuni, and Koon samples. A possible

explanation has been offered but there may be others. For instance, Pacific events

may not have produced significant numbers of spherical particles (although some were

observed on the ground near Tewa). Even though present results indicate a fairly

consistent n 2 parameter values among events, significant excursions are expected since

these particles originate from surface materials which differ considerably in morphol-

ogy and thermal history (n, originates from fireball vapors whose initial temperature

is nearly independent of surface material and yield). Indeed there is evidence that

for buried bursts n2 is multimodal (89). And Norment's nominal DELFIC distribu-

tion implies that larger logarithmic slopes exist.

Nathans' 10 KT silicate surface burst results provide the most solid evidence for

the existence of an independent n2 distribution. The 10 KT result.; are consistent

with Nathans' distributions for Johnie Boy, Bravo, Zuni, and Koon if a Gaussian

cloud stratification correction factor is applied. Assuming these n2 parameters to be

representative of clouds, an important remaining question is what are the relative

populations of nj and n 2? The relative number (or mass) of particles in each distri-

bution determines the optical properties and longevity of nuclear clouds.

F. The nj - n2 Split.

The measured nl/n 2 ratio for cloud samples from the two silicate surface bursts

discussed in section V.E were nearly identical. The ratio was 2.3 for Johnie Boy and

2.2 for the 10 KT silicate surface burst. These ratios would not have been
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significantly affected by sedimentation since nearly 100% of the population lies below

5p for both nj and n 2. The mass ratio may then determined from:

00

M7rp fNu AI(r)r3drN 1  >
M, 3 N, _______-- - M (8N I_>
M 2  4 Nw <r23>

7 'rP 2f N 2n¾(r)r3 dr
S~0

assuming particle densities (Pi, P2) are roughly the same between the modes. Using a

lognormal nj with rm of .1 u and slope of 2, and a lognormal n2 with r. of .17 'U

and slope of 3, and N 1/N 2 - 2.2, the result is:

-- - 1.7 X 10-2 (67)

M2

Thus, even though nj has a higher population, it represents only 1.7% of the mass

lofted. The mass ratio expressed in equation 67 can be used to compute the com-

bined fraction of mass below 1pj, fin, which equals 5.8%. This result is close to the

TTAPS value of 8.4%.

Since the mass of. soil lofted decreases with height of burst (13:3-7), MI1/M 2

should increase accordingly. An indication of increase with HOB may be obtained by

"estimating the fraction of activity carried by nj v8 n2. Local fallout data can be used

to get an indication of the activity split. Davis (54) has attempted to derive size dis-

tributions from local activity deposited vs time. Unable to model air burst deposition

using a unimodal lognormal distribution, he found that a bimodal distribution could

explain the data. He fit the observed rate of local activity deposition for actual

events of varying scaled height of burst using the following expression:

CO 00

A(t) m-A [FIf)a(r)dr + F 2 f a 2(r)dr (88)

where Ao is the total activity lofted, r(t) is the radius of particles grounded at time t,

F 2 is the fraction of activity carried by n 2, and F1 - 1 - F 2. By fixing nI (lognor-

mal with r,-.1Ap and slope=2) and assigning n 2 an r,, of .2 p Davis obtained the

results in Table VI (plotted in figure 60). The results indicate that 10 - 100% of the

activity is carried by n 2 for a <3 foot scaled height of burst (SHOB=HOB'KT- 1/3)
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but that the fraction drops rapidly above 100 scaled feet. If the activity is distri-

buted as the mass of particles, then Sl(r) and S 2(r) are constant and the mass ratio

Is proportional to the activity ratio:

Fo3 <$1> M,cc
-- - _ (8o)

F2 4 )T3, <S2> M2

4.Tirp2f n2 ('r S2 fr)dr2 2

Davis' FI/F 2 vs scaled height of burst is plotted in figure 61. These results will of

course change with assumed particle size parameters and should be used with caution.

However, the indicated trends are correct. It is interesting that the functional form

of F 2 vs SHOB (figure 80) is reminiscent of Carpenter's fit to the total mass lofted vs

SHOB (ref. 70, figure 62). This is logical since, for higher bursts, less surface mass is

available to mix with fission products, hence F 2 should decrease roughly proportional

to mass lofted. It is interesting that Davis' cliff in mass lofted occurs at =200 scaled

feet, noticeably lower than the -700 ft. cliff exhibited by Carpenter's fit.

Notice that if the activity is radially distributed on particles it is not necessary

to know specific activities, but rather mass ratios can be determined from number

ratios via simple scaling relations:

M, A 1/<S 1 > N, <re>
M2  A 2/<S 2 > N 2 <r2 (

These number ratios can be readily determined from microscopic examination of fal-

lout samples preserved from atmospheric tests. It size distributions are known then

average specific activity ratios may be determined from a knowledge of the total

activity carried by each mode. Aggregate area fractions also obey a simple scaling

relation:

AreaI M, <r> < > (71)

Area 2  M 2 <r3> <r2 >

The lognormal behavior of n I and n2 further simplifies the moments calculations.

The results in Table VI give widence of the suspected variability of n 2. The

logarithmic slope varies from 3.2 to 8, with a mean of 4.2 which is near the DELFIC

nominal value of 4.0. While the uncertainties inherent in Davis' calculations are large

116



- --

4nn

OA
- ~ ~ ~ ~ ~ ~ ~ ~ -Jutu U I"'jI1 111UU IUUI UWEII lV~ J~, ~ C

Lai
a~ 4,5

~4 J

4A~4

-6-

;000

W

C4.10

pillt I oli I I 111H I I 1 11111 1 1 11 111 1 1*wl

GJ

C4-

o 6)
(013A NdVM N/inO I) NW 01 IV NIOV1 SVN SNG-

117w



Table VI

Lognormal Parameters: Bimodal Distribution'

Event F 2  Median Radius rrm Log Slope (e2)

Surface Bursts

PLUMBBOB Coulomb-B 0.214 0.2 4.7

BUSTER-JANGLE Sugar 0.924 0.2 4.6

Tower Bursts

TEAPOT Hornet 0.115 0.2 5.2

TEAPOT Bee 0.0282 0.2 6.0

TEAPOT Apple 0.0404 0.2 4.4

PLUMBBOB Shasta 0.0994 0.2 4.8

UPSHOT-KNOTHOLE Nancy 0.0871 0.2 4.3

TEAPOT Apple 11 0.0852 0.2 4.1

UPSHOT-KNOTHOLE Harry 0.703 0.2 3.4

UPSHOT-KNOTHOLE Simon 0.195 0.2 3.6

Air Bursts

PLUMBBOB Morgan 0.00583 0.2 4.7

PLUMBBOB Owens 0.0407 0.2 3.2

UPSHOT-KNOTHOLE Grable 0.0240 0.2 3.4

PLUMBBOB Stokes 0.00036 0.2 4.1

PLUMBBOB Priscilla 0.0386 0.2 3.3

PLUMBBOB Hood 0.00212 0.2 4.0

" Nominal n, assumed with r., - .IA and l - In2
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and difficult to quantify, his results give further support to the existence of a bimodal

particle distribution In clouds and also give a rough indication of activity partitioning

between the modes.
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VI. Summary and Conclusions.

This chapter will discuss the ramifications of Chapter V results and suggest

further applications of atmospheric test data to the nuclear winter problem.

.A. Bimodal Cloud Debris.

The major conclusion of this study is that cloud debris behavior can be

explained by the existence of a bimodal size distribution. The puzzling dichotomy

between early time and late time debris sedimentation (vividly demonstrated by the

failure of the stratospheric size distribution to produce appreciable intermediate/local

fallout by the sedimentation proces) can be explained if:
N, I_ ,(r) -#,,.(r.,)f _, ISM- " ' - IR(t.2)•

n(r) - n 1(r) + n 2(r) -- /" + X/2Z"r 2 (72)

where nI governs the late time behavior of activity removal and n 2 governs the early

time behavior. Figure 63 plots n(r) as expressed above using Nathans' measured 10

KT silicate surface burst parameters. The TTAPS and DELFIC distributions are

included for comparison. Supporting evidence for the bimodal distribution includes

the size distribution indicated by the bulk vertical transfer of stratospheric tracers

over a period of months to years (section VA) and Nathans' analysis of early time

cloud debris from surface bursts (section V.C). The n 1 (or "hot') component of cloud

debris appears to originate from the condensation of material vaporized in the fireball

and is present for both surface and air bursts. The n 2 (or "cold") component appears

to be unmelted or partially melted surface material which never reached fireball tem-

peratures. The n 2 component is not present in cloud samples from free air bursts.

Table VII contrasts the properties of n 1 and n 2.

The microscopically measured size distribution parameters for the n i component

are fairly consistent from event to event (17). It is significant that the parameters

properly predicting the removal of activity from the stratosphere are consistent with
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Table VUI

Characteristics of N, vs N2 Particles

N, N2

spherical irregular

high specific activity low specific activity
S1 (r) a S2 (r) a r72

Origin: Origin:
vaporized material u nmelted /partially melted material
weapon maws + soil soil

Size Distribution: Size Distribution:
lognormal lognormal

___ 9a__In_(2)__ft_______In (3) - In(5)

Strauospheric Removal: Stratospheric Remov ai:
Sedimentation + Diffusion Sedimentation

PRESENCE':
Air burst ............. yes ............ no

Lw air/tower... .varies with HOB... varies with HOB
Surface.. .small fraction of mass .1 ...large fraction of mass

'Reference 76
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the microscopically measured size distributions for hot particles from air and surface

bursts (figures 35,39,42). Representative values for the median radius and slope are

.1AA and 2 respectively. These values predict the average behavior of stratospheric

9$Sr debris Injected by 97 events over a 15 year period.

Characterization of n 2 has been less satisfactory due to data limitations and the

expected variation in n2 ,arameters with surface material and burst height. Analysis

of limited data for surface bursts provided by Nathans indicates a median radius and

slope in the vicinity of .17 1A and 3 for the n 2 component. Davis' results (54) indicate

that logarithmic slopes may vary considerably about a mean of -4. Clearly, more

work is needed to bound the size and mass properties of the "cold" distribution. It

may be that n 2 is itself multimodal, especially for buried bursts (89). In addition

the relation of n 2 fraction to burst height needs to be resolved with confidence. This

relation is bound up with the problem of determining mass lofted per kiloton.

The existence of a bimodal cloud distribution leads to a new equation for com-

puting the total mass lofted:

MT AT[< > <S2>j (73)

The present ejioa Z., not investigated the full implications of this equation which

enables computation of mass lofted based upon a knowledge of total activity depo-

sited. Reasonable estimates of F, and F 2 should be possible from a careful evalua-

tion of existing fallout data. For example, Tompkins (71) has developed fits for the

fraction of activity deposited locally based upon data from several Nevada events.

Since a large part of the n 2 distribution and almost none of the n, distribution falls

in 24 hours, Tompkins' fraction roughly approximates F 2, at least for above ground

shots.

There is considerable uncertainty in the average specific activity parameters.

The data required to narrow these uncertainties does not appear to be plentiful, par-

ticularly for determining the variation of <S> and <,5> with height of

burst. However data from surface bursts and free air bursts Lre available, which

taken together with some reasonable physics could be used to develop a credible

model. For purposes of illustration, consider an approximate calculation for Johnie

Boy whose fission yield was .5 KT (equivalent to -7 x 1022 fissions). Tompkins (71)
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indicates that "70% of the activity from Johnie Boy was deposited locally. Using

this as a rough value for F 2 and estimating <S,> and <S 2 > to be -1018 and -101i

respectively, then MT - .051 KT. This translates to .12 kilotons of dust lofted per

kiloton of yield.

B. "loud Stratification Effects.

An important conclusion from the investigation of the power tail behavior of

samples from Johnie Boy, Bravo, Zuni and Koon (section V.E) is that size distribu-

tions vary tremendously with sample location and time due to sedimentation induced

vertical cloud stratification. Consequently, extreme caution should be exercised in

generalizing a cloud distribution from the distributions of isclated samples. The

results show specifically that clouds whose total particle ensemble is lognormally dis-

tributed can yield sample distributions which obey a power law function. It is quite

possible that Natt .ns' power law distributions originated from clouds whose aggre-

gate population was closer to lognormal.

Cloud stratification effects on sample distributions become extremely pronounced

with increasing distance from the cloud centroid. The stratification effect may in fact

explain the narrow distributions observed for ground samples which seem to vary so

much with distance downwind. An example of the size distribution which would be

measured on the ground 12 hours post shot underneath a Gaussian cloud with a stan-

dard devia. an of 700m is shown in figure 84. The distribution peaks at 35/p with a

half-width of only 5Y. The half-width is a function of the sedimentation correction

factor (equation 81) which is in turn a function of the cloud vertical density distribu-

tion. Thus, it may be possible to learn something about the vertical density of clouds

by studying the half width of particle size distributions of ground samples.

C. Optical Depth Implications.

Using the bimodal size distribution expressed in equation 73, it is possible to

compute the optical thickness vs time for a stratospheric dust cloud representative of

the TTAPS 5000 Megaton exchange. Analogous to equation 10:

OT - [MTp <r> (74)
4pA>
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Using equations 8 and 7 for the 2nd and 3rd moments of the lognormal Listributions

n1 and n 2 the following expression for the initial optical thickness results

NJ C e21t(ti+20?) 21n (r.+201

OT 3MrQ N2  g (75)
o [ 4p-,A N_ 3Ix(r.i+t.n 3Ln(r.r4. 7)

N- -C + 2

Using the cloud parameter values from section I.B.1

(A, = 1.14 T 1014 Mi2, p, - 2600 kg/mn3 , and Q, - 2.5) the initial optical thickness

Is 2.0. This is comparable to the initial dust optical thickness of 1.25 computed by

the TTAPS group. Recall (figure 3) that the nominal DELFIC n(r) predicts an initial

O.T. of .26, and the Ramaswamy-KMehl (R-K) distribution predicts 11.6. The

bimodal distribution was used In subroutine STRATFAL to predict the rate of decay

of optical thickness for a cloud initially centered at 25 KM. The results are overlaid

with DELFIC, TTAPS, and R-K in figure 85. The bimodal distribution optical

attenuation is initially higher than the TTAPS result, but decays more rapidly level-

ing off to a value of -" of the TTAPS optical thickness (the factor of % is certainly

within model uncertainties). The curves are parallel at late times because the remain-

ing particles are small enough that their removal is governed by the exponential tur-

bulent diffusion effect. Thus, the size distribution derived in this research, although

different than the size distribution used in the TTAPS study, yields similar estimates

of optical thickness magnitude and decay (other effects being equal). Although the

power law behavior may well be an aberration of cloud stratification, Nathans' distri-

bution appears to provide a reasonable estimate of sunlight attenuation magnitude

and duration. The similarity of the results is due to the fact that the submicron frac-

tions are comparable.

D. Recommendations.

1. The evidence supports the existence of a bimodal particle size distribution in

nuclear clouds. The distribution expressed in equation 72 should be seriously con-

sidered for predicting optical attenuation effects and fallout removal. The existence

of distributions of different consistencies and thermal origins (Table VII) warrants an

investigation of possibly large differences in optical properties as well.
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2. Work Is needed to characterize n 2(r). This research has uncovered only one

instance of separate size analysis of spherical and irregular particles. There may be

others. If not, It is recommended that further analysis of samples from atmospheric

test clouds be conducted and that any such analysis develop separate statistics for

spherical and irregular particles. The n2 parameter values used here (median radius

.17p and slope of 3) are based on analysis of actual data by Marcel Nathans, and are

certainly reasonable values to use in the interim for estimates of surface burst effects.

Indications are that the slope ranges higher. Thus the nominal DELFIC distribution

is also a plausible representation of n2.

3. Computations of mass lofted per kiloton should be reexamined in light of

the bimodal nature of the cloud distribution. An attempt should be made to quan-

tify the parameters of equation 73 based upon test data over a range of scaled burst

height/depth. It is reasonable to expect that the uncertainty in estimates of mass

lofted vs yield and height of burst can be considerably reduced.

4. It would be useful to run the rigorous models of climate effects from nuclear

war using the bimodal n(r) function and parameters developed in the present

research. Although it appears that optical effects are not drastically different from

TTAPS, the effect on temperature drop needs to be investigated. The higher initial

magnitude and more rapid decay rate may cause larger differcnces in the predicted

temperature changes.
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APPENDIX A

TRA TMENT OF FALL MECHANICS

Fall mechanics involves the solution of the one dimensional force balance equa-

tion including a viscosity term:

F(t) -fu dum (A.1)dt

where m is the particle's mass, u is its velocity, and f is the viscous damping

coefficient. Particles are assumed to be spherical. The functional relationship

between the viscous force, fu, and particle diameter varies with particle size and alti-

tude. At sea level, for particles less than 104, Stoke's law applies:

f - 8irmr (A.2)

and the force balance equation becomes:

67r -- 4rr3pg (A.3)
3

where q is the dynamic viscosity (kg/sec/m) and r is the particle's radius. Note that

the resisting force is proportional to radius. Solving for terminal velocity:

2r 2pg (A.4)
U~teri m- 977

For particles greater than -"1OA, aerodynamic drag is significant and the force

balance equation becomes:

%p, u 2 Ca'rr 2 =- 47rr 3pg (A.5)

The solution of this equation is complicated by the fact that Cd is a function of the

particle's velocity. McDonald (73) suggested a method of solution by defining u in

terms of the Reynolds number:

Re?? (A.8)

2pa r
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McDonald then defined a quantity, Q:

Q .. R e 2 q, .32p. (p - p.)gr3  (A.7)
3712

which Davies (74) has fit to various polynomial expressions depending upon its mag-

nitude. Q is referred to as the'Davies number'). For a given altitude, the fall velo-

-city is computed by calculating Q, finding Re from Davies' polynomial fits, and then

computing u from R,. Polynomial fits for determining Re are as follows:

for 140 < Q < 4.5E7:

logIoR, - -1.29536 + .0861ogoQ + .0486771ogoQ + 1.1235E-31og0Q (A.8)

for 84.175 < Q < 140:

Re - Q( 4.168887E-2 - 2.3383E-4Q + 2.0154E--8Q 2 - 6.g105Q 3) (A.9)

for .3261 < Q <8 4.175:

Re- exp [-3.18657+.902696nQ -. 153193E -2In 2Q -. 987059E -3in 3Q -. 578876E -31n 4Q

+.855176E-4InA Q-.327815E-51n6Q] (A.10)

for Q < .3281

Stokes equation (A.5) applies.

For particle diameters approaching the mean free path (L) of air molecules, the

drag for a given velocity is less than predicted by the polynomial fits and a slip

correction factor must be introduced. For example, when d/L=10 the Stokes equa-

tion underestimates u by about 15 percent (9). At 50,000 ft, L=.4 microns, so it is

clear that the slip factor is important for gravity fall calculations.

The Cunningham slip correction factor used in HASP analysis (10) and DELFIC

(8) was derived for d/L ratios between 2 and 100. Knudsen and Weber (57) proposed

a general formula that fits data over a wider range of d/L values:

C + A2 exp - (A.11)
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where A 1=1.644, A 2==.552, and A-3 =.656. The Knudsen- Weber slip correction for-

mula was incorporated into the fall velocity model.

The equations In this appendix were encoded as shown in the listing which fol-

lows. Computed terminal velocities compare to within 20% of those computed by

models used in the High Altitude Sampling Program for particle diameters ranging

from .001 -10J4 (10:154). ...
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FUNCTION VEL(ZB,RP)
ýC COMPUTES TERMINAL VELOCITY OF SPHERICAL PARTICLES USING

--FULL DELFIC
FALL MECHANICS AND U.S. STANDARD ATMOSPHERE EQUATIONS

C SUBROUTINE ATHOS RETURNS DENSITY, VISCOSITY AND MEAN FREE
PATH AT ALT ZB

REAL MFP,LOOREY
C EXTERNAL ATHOS

CALL ATMOS(ZB,DENS,VISC,MFP)
DENSF.2600.

QZuJI'DENS'(DENSF-DENS)'G'(2.'RP)"*3/(3.'VISC*VISC)
C WRITE(6, 1051'JQZ,DENS,VISC,MFP
C1051 FORMAT('QZ,DENS,VISC,MFP' ,4(E1O.3))

YYuALOG(QZ)
C DENSF IS PARTICLE DENSITY, G IS GRAy, QZ IS DAVIE3 NUMBER
DEFINED IN
C DNA TR-5159F-1, P241

IF(QZ .L3. .3261)THEN
VELaVISCOQZ/ ( 241.DENS*2 .*RP)
GO TO 1100
ENDIF

IF((QZ .GT. .3261) .AND. (QZ .LE. 8J1.l75))THEN
VELz(VISC/(DENS0 2.'RP))'EXP(-3.18657..992696'YY-

1 .53193E-3OYYOO2-g.87059E9I1@YYIO3-5.78878E-ZOYYI*14
A *8.551759E-5'YY"05-3.27815E-6'YY"*6)

0O TO 1100
ENDIF

IF((QZ .GT. 84.175) .AND. (QZ.LT.140))THEN
VELuVISC'QZ'('4.166667E-2-2.3363E-'1'QZ.2.O154E-6'Q

Z#02
A -6.91059-9*QZ*03)/(DENS#2.*RP)

GO TO 1100
END IF

IF((QZ .GE. 1140) .AND. (QZ .LT. 4.5E7))THEN
LOGREYz-1.29536+.986*YY/2.303-.046677'(YY/2.303)*

A ~+.001 1235*(YY/2.303)003
REYNOLxlO. *'LOGREY
VELxREYNOL*VISC/( 2 .DENS*RP)
ENDIF

C KNUDSEN SLIP CORRECTION
1100 IF(RP.GT.100.#MFP) THEN

EXPFACm.O
ELSE
EXPFACnEXP(-. 656*2 .*RP/MFP)
ENDIF

VELaVELO(1 .+( 1.6144..552*EXPFAC)*MFP/
A (2.*RP))

RETURN
END
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SUBROUTINE ATMOS(ZB,DENS,VISC,MFP)
C SUBROUTINE CALCULATES ATMOSPHERIC TEMPERATURE, PRESSURE AND
VISCOSITY
C FOR ALTITUDES UP TO 841,852 METERS (MKS UNITS EMPLOYED)

REAL LC,NUMDEN,MFP
IF(ZB .L3. 11000.)THEN

Lta-.0065i15
TKs288. 15
PK* 101300.
TB: T K.LK* ZB
PBxPK*(TK/TB)0( .031416 14/LK)
00 TO 1240
ENDIF

IF((ZB GOT. 11000.) .AND. (ZE .LE. 20000.))THEN
ZK21 1000.
TKz2 16.65
PKs22690.
LKsO.
TBmTK
PBaPKOEXP(-.034 1614*(ZB-ZK)/TK)
G0 TO 12140
ENDIF

IF((ZB GOT. 20000.) .AND. (ZB .LE. 32000.))THEN
ZK=20000.
TKz2 16.65
PKx5528.
LKs. 001
TBxTKLK*(ZB-ZK)
PBaPKO(TK/TB)*60(.03141614/LK)
GO TO 1240
ENDIF

IFCCZB GOT. 32000.) .AND. (ZB .LE. 147000.))THEN
ZKn32000.
TKx2 28.65
PKs888.8
LK: .0028
TBsTK.LKO( ZB-ZK)
PBsPK*(TK/TB)**(.03141614/LK)
GO TO 12140
ENDIF

!F((ZB .GT. 47000.) .AND. (ZE .LE. 51000.))THEN
ZKz147000.
TK2270.65
PKz 110.873
LKz0.
TB2aTK
P~sPK*EXP(- .03141 64*(ZB-ZK )/TK)
GO TO 1240
ENDIF

IF((ZB .GT. 51000.) .AND. (ZB .LE. 71000.))T.HEN
ZKx5 1000.
TKz270.65
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PKx66.9218
LK=-. 0028
TB. TK+eLK ( ZB-ZK)
PB.PK*(TK/TB)0*(.O3416'4/LK)
00 TO 12110
ENDIF

IF((ZB AGT. 71000.) .AND. (ZB .LE. 8'4852.))THEN
ZKa7 1000.
TK*14mI. 65
PKa3. 95536
Llu-. 002
TB. TK+LK ( ZB-ZK)
PBwPK0(TK/TB)**(-0341164/LK)
0O TO 12410
ENDIF

IF((ZB QOT. 811852))THEN
WRITE (6,1230)
00 TO 12411
ENDIF

1230 FORNATC'PARTICLE ALTITUDE BEYOND RANGE OF PROGRAM
APPLICABILITY')
12140 VISCul .16E-6*TB'*1 .5/(TB.11O.14)

DENS.. 003148J4PB/TB
NUMDEN2DENS*2.55E25/1 .23

C PER CUBIC METER: 2.55E25 MOLECULES PER CUBE AT SEA
LEVEL.
C DENSITY AT SEA LEVEL IS 1.23 KG/CUBE

MFPs1/(1.1414*NUMDBN'11.5E-19)
C 14FPsl/(R00T2*N*SIGMA)
12141 RETURN

END
END OF FILE
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APPENDIX B

THE LOGNORMAL DISTRIBUTION AND ITS MOMENTS

The lognormal distribution derives from the normal distribution if the variable

of integration is replaced by its logarithm: if

r In- t(r),

then

dN " dr [ 0 (B.1)

VdN~ ,exp[%
-N dr cxp [-I,4in (r)7 i (r- f (B.2)

where rm is the median radius of the number distribution (50% of particles are

smaller than rm,) and 8 governs the dispersion of the distribution:

/3 n exp [r7843% ]3-- exp rn ] exp IS ] (B.3)S rm -V I

S is known as the 'logarithmic slope" (or sometimes just "slope") of the distribution.

The distribution function appears in several forms:

dN 1- - " exp [ In (r)-tn (r. ] (B.4)
d (Lnr) /

or

dN 1.~e~½ Bs"--'r 72o -rxp (B-5)

or

r) 1 In (r)-In r
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The last expression is used in the present research. The symbol " " denotes the

function as normalized, i.e.

fiA(r)dr -- (B.7)
0

The mode radius of a lognorma! distribution lies below rm:

r Tme -- rm e (B.8)

The mean radius lies above rm:

rmn , rtm eC (B.9)

Any moment of a lognormal distribution is itself lognormal (true for both positive

and negative moments). This can be demonstrated by successive substitutions for the

variable of integration. Consider the I th moment:

A (r) =f i (i di
0

0

letting

I 1n -r- i (B 
...

A(r) becomes:
nr -lnrm

A (r) - L(Intr.) f e--(z 2 
-

2LzO)dz (B.12)
-- 00 7 7,(.2

completing the square in the exponent of the integrand yields:

Inr-Inr,

A(r) - Iet26/2e1(mn,) f e- (z-t) 2dz (B.13)
-00

changing variables again, let

W 3 z- (B.14)

136



Then:
tar -(tar.. +tID'

A(r)- e•" 'e- fdw (B.15)

Letting

In rm + 1,82 (B.16)

yields a very useful integral expression for A(r):
lnr-inrl

A(r) -- [tleSP C (Inr')•2 e-%w 2 dw (B.17)

-00f

The expression above is readily evaluated using approximations in Abramowitz and

Stegun (72: 932-933). Equation B.17 can be manipulated further into lognormal

form by letting:

W n r -- j l A 1w -- /3 (B.18) :

Then,

A(r) -e d2 (+.19)

Differentiating,

A e(r A
2
f

2 + t(In ein)ddr (Bf20)

dr eV2 1 3rfr - (20

- a4(r) (analogous to eqn. B. 6)

Thus the lth moment is lognormal with the same dispersion (/3) but a different

median radius, r1 :

r, = rm eCD (B.21)

Normalized expressions for a(r) are:

S[i Inr jaI r,

I e) I Ie(B.22a)
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Inr - In r.,

1 C • J (B.22b)

e ,12pt + I h.(r.)

Note that the average value of r, is:

00<r > M f rvi (r )dr -- A (oo) -- c t12fl2'I InT. (B.23)

The ease of manipulating the moments of the lognormal distribution greatly

simplifies n(r) parameter analysis.
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APPENDIX C

NATHANS' DISTRIBUTION AND ITS MOMENTS

"-Nathans fit his particle size data to a function of the following form:

T m~I 2l(r)-in (rn(r) - nA(r) -=no F" '- r"" exp V2 r < ro

- nr)- no 1>r ICi

where no - n(r 0 ).

The transition radius, ro, is found by requiring that the number size distribution

and its first derivative be continuous there. This radius is given by:

ro rinmexp[(P--1)m51 (C.2)

Note that the 3rd moment (mass distribution) of n(r) is not analytic for p < 4, i.e.,

fn o . ,•dr--.oo, p < 4 (0.3)
0

This problem is mitigated by defining a maximum radius, rmax as a function of the

mass fraction (f m) below ro. Starting with:

r7

f nA (r)r 3dr

Ifm - 0 M (C.4)

fnA(r)rTdr + f nB(r)rWdr
0 0

Solving for rma:

rm.-- [ro(1 - 1/fm)(p -4)e74) 2 Vi/3CNF[,3(n--4)] + 1 Fn, p < 4

- roexp [2irf(1 - fm,/21f m] p =-4 (0.5)
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where CNF designates the normal or Gaussian probability function:

2

CNF(z) - f 1--) e- 2'Vdy (C.6)

Having defined r. for the 3rd moment, the lower moments must be normalized

anuming no particles exist with radius greater than rmx,

'The normalized moments of n(r) are:

F

f na (i~' di

A(r) = I <Tr (C.7a)

To r

1A r+ I0 C.7b)

where

IA - A rA d r V \/2 7fre 'ro/2r•- 3/2CNF' ln(r 0) - ln(r)) (C.8)

0

and

fB nf r' LF0dr -I-.-i 1' r-ma- -P-1 (C.ra)

Ip ,n I-p-(Cb)

Thus,

V'/•~3e "i 75/2 .r-3/2CNF fIn(r )-inrl)1

A(r) V-- Im + in r < ro (C.aoa)

IA + 1]
-- r >_ r, I 4 p--i (C.lOb)

1A + IB

A + r In(r/ro)A , r > rl -I p-1 (C.iOc)
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-These equations are the basis for the activity group computation in subroutine

.SIZNAT (see Appendix E for a listing).
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APPENDIX D

'Program SHOT60 Listing
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PROGRAM
SHOT6O(INPUT,OUTPUT,TAPE~xINPUT,TAPE6=OUTPUT,TAPE2,TAPE4,

^PLFILExO)
C PROGRAM IDENTIFIES BEST VALUES OF MOMENT, MEDIAN RADIUS,
AND BETA OF
C ALOG NORMAL STRATOSPHERIC PARTICLE SIZE DISTRIBUTION BASED
UPON
C ýATMOSPHERIC TEST DATA

DIMENSION TRUEDA(2O),BURDEN(20),RCOUNT(336),MONTH(336)
DIMENSION RO(20),R(20),TRUEYR(20),YEARC336)
DIMENSION A(8,8),B(8,8),DELTA(8,8)
COMMON RGROUP(60),WEIGHT(60),OFFSET(11),Y(11),MC(11)
REAL MO, M01, MONTH, MC, LOGR
INTEGER OFFSET

C OPEN AUXILIARY DATA FILE
OPEN(2,FILEs'F1')

C FIRST ESTABLISH VALUES FOR DATA (TRUE) AGAINST WHICH TO
OPTIMIZE

TRUEDA(1)*1 .60
TRUEDA(2)xl .20
TRUEDA(3)z.903
TRUEDA(JI).1.00
TRUEDA(5) '.933
TRUEDA(6)ul .62
TRUEDA(7)u1 .10
TRUEDA(8)x.933
TRUEDA(9la2,07
TRUEDAC 10)z6.411
TRUEDAC 11)x3.56

* TRUEDA(12)=1.ZI7
TRUEDAC 13)z.750
TRUEDA( 111).310
TRUEDA( 15)x.280
TRUEYR( 1)s6. /12.
TRUEYRC2)12 ./12.
TRUEYR( 3)=21. / 12.
TRUEYR(14) .36 ./12.
TRUEYR/%5)s.48./12.
TRUEYR(6) .60 .112.
TRUEYR(7)ur2 ./12.
TRUEYR(8'/s811.112.
TRUEYR(9) .96. /12.
TRUEYR( 10)2108./12.
TRUEYR(ll1)al20./12.
TRUEYR(12)2132./12.
TRUEYR( 13)u1114./12.
TRUEYR 111)=156./12.
TRUEYR( 15)x168./12.

C INPUT OFFSET,YIELD,SR9O FOR ATMOSPHERIC "EVENTS"
OFFSET(1) a6
OFFSET( 2).58
OFFSET( 3)2611
OFFSET( 4) u82
OFFSET(5) .106
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OPFSET(6)al 14
-OFFSET(7)a 186
-OPSET(8)m 188
FFPSET(9) .2014

OPFS3T( 10)u210
OFFSZT(lli)u210

* l(l)x9.6
A(*3.5

'Y (3) -I. 5
Y(14)s.14
Y(5)s.7
Y116)23.6
Y(7) .2.8
Y(8)s141.5
Y(g)x5.3
IC 10)x25.
IC 11)u6.8
4CC 1)s2.14
14CC2) . 88
MC(3)s-3
MC(14)sl .4
MC(5)ml. 1
14CC6) .1.
MCC7) 2.6414
MC(8,'u.689
14CC9)a.1427
14CC10)u14.56
14CC11 )wl.95

C SET VALUES FOR THE MOMENT, MEDIAN RADIUS, AND SLOPE (BEl)
C BETA IS THE NATURAL LOG OF THE SLOPE

WRITE(6,#)' INPUT lIDIST ClaLOG NORM, 2sNATHANS HYBKID)'
READ(5,*)NDIST

WRITE(6,S)' INPUT MOMENT'
READ(5 ,O)MO1
120
DO 20 BE121.O1,4.,.2

I.1,1
J20

DO 10 LOGRz-2.,l.,.1
J3J,1
RM1 .10 .00LOGR

5 FORMAT (A)
IF(NDIST.EQ.2)WRITEC6,O)' INPUT FMASS (P1:14)
IF(NDAIST.EQ.2)READ(5,*)F

F~xO.
CALL STRATF(NDIST,M01,RM1,BE1,F,BURDEN,RCOUNT)
DO 30 K=10,15
ROCK) uBURDEN(K)-TRUEDACK)
ROC K)sRO( K) *ROCK)
FOzFO.RO(K)

30 CONTINUE
WRITE(6,32) I,J,BE1 ,RM1 ,FO
WRITE(2,50)I,J,LOGR,BEl,FO

50 POFMAT( 14,1I4,E12 .5,El2.5,El2. 5)
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10 CONTINUE
20 CONTINUE FtE

A32 FORMAT( 11I,1'4,1 J'1,1', B#,E8.3,t R',E8.3,' FO -83)
DO 410 1.1,336
MONTH(I)sFLOAT(I)/2.
YEAR(I)aMONTH(I)/12.

40 CONTINUE
0O TO 999

C DISSPLA PLOTTING CALLS FOLLOW
77 CALL COMPRS

CALL XNAME('YEAR$',100)
CALL YNAME('STRATOSPHERIC BURDEN (MC)$',100)
CALL PAGE(8.5,11.)
CALL AREA2D(5.1,l4.)
CALL HEADIN('SR90 BURDEN FROM U.S. FOREIGN

TESTS*' ,100, 1., 1)
-CALL INTAXS
CALL GRAF(0. , .,14.,O, 1. ,8.)
CALL THKFRM(.02)
CALL FRAME
CALL MARKER(15)
CALL CURVE(TRUEYR,TRUEDA, 15,1)
CALL MARKER(O)
CALL CURVE(YEAR,RCOUNT,336,12)
CALL GRID(1,1)
ENCODE(60, 15,LABEL)MO1 ,RM1 ,BE1 ,FO

15 FORMAT(IMOMENTa',F11.1,' RM*',FJI.1,' SLOPEu',F4.1,
fFOx',E9.3,1$')

CALL RLMESS(LABEL,100,1.,7.)
CALL XDTAXSC5JIO1O1,4HYEAR,680101 ,5.1,'$',100,0.,-.75)
CALL ENDPL(0)
CALL DONEPL

999 END
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC
CC CC CCCCCC CCC
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC
CCC C CCC CCC CCC
CC CC CC CC CC CC CC CC CC CC CC CC CC CC CC CC CC CC CC CC C CCCCC CC C CCCCCC C CCCC CC'C CC

CCCCCCCCCcCCC
SUBROUTINE MTXZQ(A,X,B,N,K)

C
C MATRIX EQUATION SOLVER
C
C USAGE,.

C
C TO SOLVE THE LINEAR SYSTEM AXzB
C
C CALL MTXEQ(A,X,B,N,K)
C
C *WHERE A MUST BE DIMENSIONED N X N
C X MUST BE DIMENSIONED N X K
C B MUST BE DIMENSIONED N X K
C N IS THE NO. OF EQUATIONS (ROWS IN A,X,B)
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C K IS THE NO. OF SOLUTION VECTORS (COLS. IN X,B)
C
C
C NOTE... TO CHANGE DIMENSIONS OF ARRAYS C AND PIV, ALSO
C CHANGE VALUES OF NMAX AND NKMAX IN DATA STATEMENT.
C
C
C
C DECLARATIONS
C

INTEGER KPtiP,J,I,IFROM,IP1,IPIV,ITO,L,NP1,NPJ,NPK
REAL A(8,8),B(8,8),X(8,8)
REAL PIV(16),C(8,16),ATPE,RM
DATA NMAX, NKMAX/ 8, 16/

C
C GET ARGUMENTS N AND K
C

NP:N
KPmK

C
C TEST N AND K FOR CORRECT RANGE
C

IF(NP.LE.O.OR.NP.GT.NMAX) GO TO 190
IF(KP.LE.O.OR.(NP+KP).GT.NKMAX) GO TO 190

C
C MOVE ARRAYS A(I,J) AND B(I,J) INTO C(I,J)
C

DO 10 J:1,NP
DO 10 I=I,NP

10 C(I,J)zA(I,J)
DO 20 J:1,KP
NPJxNP÷J
DO 20 Izl,NP

20 C(I,NPJ)xB(I,J)
C
C SET TO PERFORM N ELIMINATION SWEEPS (IaI,N)
C

NP1sNP+1
NPK=NP÷KP
DO 120 Im1,NP
IPuI.1÷

C
C SEARCH FOR NEXT PIVOT ROW (I-TH PIVOT IS IN COL. I)
C

ATPEzO.
DO 40 J=I,NP
IF (ABS(C(J,I))-ATPE) 40,30,30

30 ATPEaABS(C(J,I))
IPIVRJ

40 CONTINUE
C
C OPERATE ON THE PIVOT ROW
C

IF (ATPE) 210,210,50
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50 DO 60 JuIP1,NPK
IF (C(IPIV,I) .EQ. 0) THEN

WRITE(6,302)
WRITE(6,327)
STOP

ELSE
PIV(J)gC(IPIV,J)/C(IPIV,I)

ENDIF
60 CONTINUE

C
C PERFORM ELIMINATIONS BELOW THE DIAGONAL (COL. I)
C

IFROMsNP
ITOuNP

70 IF (IFROM-IPIV) 80,100,80
80 RM=-C(IFROM,I)

DO 90 JuIPI,NPK
90 C(ITO,J)sC(IFROM,J)+RM*PIV(J)

ITO=ITO-l
100 IFROMsIFROM-1

IF (IFROM-I) 110,70,70
C
C PUT THE I-TH PIVOT ROW IN THE VACATED ROW I
C

110 DO 120 JaIP1,NPK
120 C(I,J)uPIV(J)

C
C NOW DO THE BACK SOLUTION
C

ImNP
130 IP1II

121-1
IF (1) 160,160,140

140 DO 150 J=NP1,NPK
DO 150 LxIP1,NP

150 C(I,J)aC(I,J)-C(I,L)*C(L,J)
GO TO 130

C
C MOVE THE SOLUTION TO ARRAY X(I,J)
C

160 DO 170 Jzl,KP
NPJaNP÷J
DO 170 Iul,NP

170 X(I,J)xC(I,NPJ)
180 RETURN

C
190 WRITE(6,1000) NP, KP

C CALL SYSTEM (200,'Ll)
STOP

210 WRITE(6,1001)
C CALL SYSTEM (200,'L')

STOP
302 FORMAT(4(/),51H t*' DIVISION BY ZERO OCCURED IN SUBROUTINE

MTXEQ -
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*,32H DURING EVALUATION OF PIV(J) )
327 FORMAT(2S4ft PLEASE CHECK~ YOUR INPUT,14(/))
1000 FORMAT(3RONs,112,3H K:,112,35H ARE INCORRECT FOR SUBROUTINE

MTEQ )
1001 FORMAT (37HODET(A)*O IN CALL TO SUBROUTINE MTXEQ)

END
C SUBROUTINE SYSTEM
C RETURN
C END
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC
CcCcCCCcCcCCC
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCccce
CCCCCccccCCCCC

SUBROUTINE
STRATF( NDIST ,MOMENT, RMICRON, SLOPE, F, BURDEN, RCOUNT)
C VERSION TO GENERATE PSEUDO DATA TO CHECK OPTIMIZATION TECHN
C TAPE5 FROM KEYBOARD,TAPE6 TO SCREEN,TAPE2xEVENT
DATA,TAPE3wDATA OUT FOR PBBBR
C PLOT

DIMENSION CONTR(60), ZGROUP(60)
DIMENSION GRPSUM(11,336), RCOUNT(336), GCOUNT(336),

FALLOW36
DIMENSION PLTEAU(336), TVEL(60)
DIMENSION BURDEN(20),HOC(11)
COMMON RGROUP(60) ,WEIGHTC60) ,OFFSET( 11) ,Y( 11) ,MC( 11)
REAL MONTH,LNY,MOMENT,MC
INTEGER OFFSET,EVENT,CONTR,TABS,TAB
EXTERNAL STRAF,VEL
RMxRMICRON'1 .E-6
BzALOO CSLOPE)

C OPEN AUXILIARY DATA FILES
C OPEN(2,FILEx'EV60',STATUSx'OLD')
C OPEN(3,FILE='PSEUDA')
C INPUT RUN PARAMETERS FROM KEYBOARD
C WRITE(6,5) I WHAT IS TROPOPAUSE ALT WM ?I

ZTROPa 12000.
C READ(5,0) ZTROP
C WRITEC6,6)ZTROP
5 FORMAT(A)
6 FORMAT( ' TROPOPAUSE ALtITUDE (M)x',E1O.3)

C INITIALIZE ARRAYS
DO 10 TABSsl,336

PLTEAU(TABS) :0.
RCOUNT( TABS)= .0
GCOUNT(TABS) :0.
FALL(TABS)aO.

10 CONTINUE
DO 20 EVENTu1, 11

DO 30 INCRExl,336
30 GRPSUM(EVENT,INCRE)=O.
20 CONTINUE

C DEFINE PHYSICAL CONSTANTS
G=9 .8

C SET UP SIZE GRO-UPS, LOG NORMAL, OR LOG NORMAL +EXPONENTIAL
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TAIL
NGROUPa6O
IF (NDIST.EQ.2)CALL SIZNA25(RM,B,MOMENT,F)
IF(NDIST.EQ.1)CALL SIZCNF(RM,B,MOMENT)

C INPUT TERMINAL VELOCITIES FOR EACH GROUP AT TROPOPAUSE
DO 190 Jsl, NOROUP
TVEL(J)zVEL(ZTROP,RGROUP(J))

C WRITE(6,191) ROROUP(J),TVEL(J)
190 CONTINUE
191 FORMAT( 2E10.3)

C DEFINE DETONATION PARAMETERS
NBURST: 11

HOC( 1)226000.
HOC(2) .21000.
HOC( 3) :20 000
HOC ( 4) .21000
HOC(5) :17000.
HOC (6) 223000.
HOC(7)s22000.
HOC(8) .38000.
HOC(9) :25000.
HOC( 10)s35000.
HOCC 11 V26000.

CCCCCCCCCCCCCCC CCCCCCCCC CCCC CCC CCCCCCCwC CCC CCCCCCCýCCC CCC CCC
CCCCCCCCCCCCCCCCCCCCCCCCCllCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC
C FOR EACH EVENT COMPUTE STRATOSPHERIC BURDI;N VS TIME

DO 710 EVENTz7,11
C COMPUTE STABILIZATION ALTITUDE AND INITIAL Z
DISPERSION. Y IN MT
C USING HOPKINS FORMULA

LNYzALOG(YCEVENT)' 1000.)
C
Z0MxEXP(7.889...34*LNY+.001226'LNY'*2-.005227*LNY'03
C ,.000i.17*LNYSOI4)

ZOM:HOC( EVENT)
SIGZOz2. 15E3

C DETERMINE WHICH SIZE GROUPS HAVE HIT THE GROUND WITHIN
1 DELTAT

DELTAT:365 .25/214.
DELSEC=DELTAT*214. *360O.
DO 1420 J21,NGROUP

TFALMXzZOM/TVEL( J)
IF( TFALMX .LT .DELSEC )THEN

CONTR(J)z0
ELSE
CONTR(J) :1
ENDIF

IF(CCONTR(J).EQ.O) .AND. (CONTR(J-.1).EQ.1))THEN

JCUTxJ-1
ENDIF

420 CONTINUE
C SET INITIAL ALTITUDE OF EACH GROUP TO ZOM

.DO 4140 Jzl,NGROtJP
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ZOROUP (J) aZOM
1440 CONTINUE

C FIND INITIAL FRACTION OF EACH CONTRIBUTING GROUP IN
THE STRATOSPHERE

INCRE. 1
TLAP3sOu.
T&BSuOFFSET (EVENT)

_c WRITE(6,'179) ZGROUP('1),SIOZO,TLAPSE
1479 -FORM4AT( 'ZOROUP,SIOZO,TLAPSE',3E10.3)

?RACaSTRAF(ZGROUP(1) ,SIGZO,TLAPSE,ZTROP)
DO 1480 Jul, JCUT

ORPSUH(EVENT,INCRE)2GRPSUM(EVENT,INCRE)*WEIG
HT(J)f

FRACOMC (EVENT)
1480 CONTINUE

RCOUNT(TABS)aRCOUNT(TABS)+GRPSUM(EVENT,INCRE)
DO 1495 TABxOPFSET(EVENT), 336

PLTRAU(TAB) aPLTEAU(TAB)+MC(EVENT)-
GRPSUM(EVENT, INCRE)

1495 CONTINUE
C WRITE(6,500) FRAC, TABS, RCOUNT(TABS),
MC(EHVENT),
C GRPSUM(EVENT,INCRE) ,PLTEAU(TABS)
500 FORMAT (
IFRAC , ElO .3, 'TAB' ,14, 'COUNT' ,El 0.3, 'MC',

AE1O.3, 'GROUPSUM' ,ElO .3, 'PLATEAU' ,E1O .3)
C SET TIME, INCREMENT IN STEPS OF 1/214 YEAR (TWO WEEKS)
510 INCREsINCRE~e.

TAB321NCRE+eOFFSET (EVENT)-l1
IF(TABS.GT.336)THEN

GO TO 710
eNDIF

IF( (GRPSUMCEVENT,INCRE-l)) .LT. 1 E-1 )THEN
0O TO 710
ENDIF

TLAPSEzINCREODELTAT
C COMPUTE NEW Z(T) FOR EACH CONTRIBUTING GROUP

DO 680 J21,JCUT
RPZRGROUPWCJ
IF(ZOROUP(J).GT.O.)THEN

ZBxZGROUP(J)
ELSE ZB2O.
ENDIF

DZxVEL(ZB, RP)*DELSEC
ZGROUP(J) sZGROUP(J) -DZ
GRPStJM(EVENT,INCRE)2GRPSUM(EVENT,INCRE).i

STRAF(ZGROUP(J),SIGZO,TLAPSE,ZTROP)*WEIGHT(J)
* *MC( EVENT)

C WRITE(6,679)EVENT,INCRE,J,ZB,VELCZB,RP),
C STRAF(ZGROUP(J),SIGZO,TLAPSE,ZTROP),
C GRPSUM( EVENT, INCRE)
679 FORMAT( ' EV',13,' INCRE',141, V',13,

I ZB',E1O.3,' VEL',E1O.3,' STRAF',E1O.3,'
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GSUMI4,E1O.3)
680 CONTINUE

RCOUNT(TABS)%RCOUNT(TAB3)+ORPSUM(EVENT,INCRE)*
EXP(-6.782SOTLAPSE)

700 00 TO 510
710 CONTINUE

DO 810 Ial,15
KaI*24-2~4
BURDEN(I)*RCOUNT(K)

eIO CONTINUE
850 FORMAT( F5.1,E1O.3,ElO.3)

C ENDPILE 3
RETURN
END

SUBROUTINE SIZCNF(RM,8,MOI4ENT)

C PROGRAM TO PARTITION PARTIO"LE MASS DISTRIBUTIONS INTO
GROUPS

COMMON RCENTR(60) ,MASFRA(C ,) ,OFFSET( 11) .1(1') ,MC( 11)
DIMENS-ION RLEFT(60),RRIGRT(60),MASCHF(60)
REAL MASCNF,MASFRA,MOMENT,MC
INTEGER GROUP,OPFSET
EXTERNAL. CNF

C CNF IS THE CUMULATIVE NORMAL
FUNCTION (RADIUS, RM ,BETA ,MOMENT)
C OPEN(7,FILE:'TAPE7')
C DEFINE LOG NORMAL FUNCTION PARAMETERS, RM BETA
30 FORMAT (13,4(E1O.3))

C WRITE (6,40)
40 FORMAT(' GROUP RLEPT RRIGHT RCENTftOID MASS FRACI)

EXPON:-9.
GROUP: 1

RLEFT(GROUP) :0.
RRIGHT(GROUP) :10.**EXPON
RCEN'.R(GROUP)zRRIGHT(GROUP)

C WRITE(6,60) RRIGHT(GROUP),RM,B
C60 FORMAT ( 3EI0.3)

MASCNF(GROUP)sCNF(RRIGHT(GROUP),RM,B,MOMENT)
MASPRAC GROUP) :MA3CNF( GROUP)

DO 130 GROUPxZ,60
E'%PONxEXPON+. 10
RR16GHT(GROUP)1O .9*EXPON
RLEFT(GROUP)=RRIGHT(GROUP-1)
RCENTR(GROUP) :SQRT(RLEFT(GROUP )'RRIGHT(GROUP))
RzRRIGHT(GROUP)
MASCNF(GROUP) :CNF(R, RH,B ,MOMENT)
MASFRA'(GROUP):MASCNF(GROUP)-MASCNF(GROUP-1)

C WRITE (6,30)
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GROUP, RLEFT(GROUP) IRRIOHT( GROUP) ,RCENTR (GROUP)
C A MASFRA(GROUP)
130 CONTINUE

RETURN
END

SUBROUTINE SIZNA25(RM,B,MOMENT,F)
COMMON RCENTR(60) ,ACTFRA(60)

C SUBROUTINE PARTITIONS NATHANS R14 DISTRIBUTION INTO ACTIVITY
GROUPS

DIMENSION RLEFT(60),RRIGHT(60),ACTCUM(60)
REAL MOMENT,PI,MC
INTEGER OROUP,OFFSET
EXTERNAL CNF

C CliP IS THE CUMULATIVE NORMAL. FUNCTION
u DEFINE NATHANS PARAMETERS

R~zRM9EXP( 3.336)
R25jRMIEXP(2 52B*B)
P1.3.114159
R2PI*SQRT(2 .*PI)
RMAXzRO*EXP(R2PI*BC1l.-F)/2./F)

30 FORMAT (13,5CE10.3))
WRITE(6,140)

40 ORMAT(' GROUP RLEFT RRIGHT RCENTR ACTY FRAC
CUM,)

EXPONz-9. 1
GROUP=O

60 FORMAT ( 3E10-3)
DO 280 GROUP2l, 149

EXPON=EXPON+..
RRIGHT( GROUP)=*10. '0 EXPON
IF (GROUP.EQ.1) THEN

RLEFT( GROUP) *0.
RCENTR (GROUP) sRRIGHT (GROUP)
ELSE
RLEFT( GROUP) sRRIGHTý GROUP-l)
RCENTR(GROUP):SQRT(RLEFT(GROUP')'RRIGHT(GROUP))

END IF
RTzRRIGHT(GROUP)

C CALCULATE DENOMINATOR WHICH IS PROPORTIONAL TO TOTAL
ACTIVITY

DENOMsR2PI*B'RM'RO*'2.5'EXP(3.125*B'B)*CNF(RO,RM,B,MOM
ENT)

.RO"94'2.0( 1./SQRT(RO)-i./SQRT(RMAX))
C NOW CALCULATE NUMERATOR WHICH IS PROPORTIONAL TO ACTIVITY
DOWN

IF (RT.LT.RO) THEN
CNFPART=CNF(RT, RM,B,MOMENT)
ELSE
CNFP ART zCNF(CRORM,B, MOMENT)

END IF
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STsR2PI'B0ORM0 R00'2.5*EXP(3. 125*BB)OCNFPART
* BTuROO042.'(1./SQRT(RO)-1 ./SQRT(RT))

IF (RT.LT.RO) BTsC,.
XNUM=ST.BT
ACTCUK(OROUP) aINUM/DEROM
IF (OROUP.EQ.1) THEN

ACTFRA(GROUP) sACTCUM(GROUP)
ELSE
ACTFRA(GROUP)sACTCUM(GROUP)-ACTCUM(GROUP-1)

END IF
WRITZ(6,30)

GROUP,RLEFT(OROUP),RRIOHT(OROUP) ,RCENTR(GROUP)
% ,ACTFRA(GROUP) ,ACTCUM(GROUP)

280 CONTINUE
C DEFINE GROUP WHICH LUMPS BIG PARTICLES TOGETHER WITH
RCENTRsl00 MICRONS

OROUP250
RLEFT(GROUP)=RRIGHT(GROUP-1)
RRIOHTC GROUP) URMAX
RCENTR(GROUP)*RRIGHT(GROUP-1)
ACTFRA(OROUP)-' -ACTCUM(GROUP-1)
ACTCUM(GROUP : CCUM(GROUP-1)+ACTFRA(GROUP)
WRITE(6 , 30'

GROUP,RLEFT(GROUP),)ý.2.Ž.dT(GROUP),RCENTR(GROUP)
* ACTFRA(GROUP),ACTCUM(GROUP)

*RETURN
END

FUNCTION CNP(R,RM,B,MOMENT)
C COMPUTES CUMULATIVE NORMAL FUNCTION FOR MASS DISTRIBUTION

REAL MOMENT
R3sRMOEXP(MOMENTOBOB)
Zz(ALOG(R)-ALOG(R3) )IB

C WRITE(6,50) Z
C 50 FORMAT (' Zz',E1O.3)

IF (Z) 1060,1050,1050
1050 CNF=1. 5/(1 .4..196854*Z4..1 1519L10Z002 *.00034F4*Z#03

+.019527#Z
A *094 )*04

GO TO 1070
1060 Zs-Z

CNFz. 5/%l.+..1968541wZ+..113194#*Z"2 000 344 OZOS3..01952'7

1070 RETURN
END

FUNCTION STRAF(ZB,SIGZO,TLAPSE,ZTflOP)
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RIBL KDZ
KDZ*.5
ZSCALEa6.5E3
SIGZaSIOZO+SQRT(2.SKDZ*TLAPSE*24.93600.)
DELTZ ( ZB-SIGZ*SIGZ/ZSCALE) -ZTROP
AuDELTZ/SIOZ
IF (A) 1060,1050,1050

1050 CUMNF.1.-.5/(1...19685'4'A..11519'I*A'*2 +.O003'144A*03
+.0195279A

a 0314 )004

00 TO 1070
1060 Au-A

CUMNFs.5/(1.+..19685'4'A+. 11519143A*'2+.0003141*A 633+.O1952
70A064)

1070 STRAFuCUMNF
RETURN
END

FUNCTION VEL(ZB,RP)

C COMPUTES TERMINAL VELOCITY OF SPHERICAL PARTICLES USING

FULL. DELFIC
C FALL MECHANICS AND U.S. STANDARD ATMOSPHERE EQUATIONS
C SUBROUTINE ATMOS RETURNS DENSITY, VISCOSITY AND MEAN FREE
PATH AT ALT ZB

REAL MFP,LOGREY
C EXTERNAL ATMOS

CALL ATMOS(ZB,DENS,VISC,MFP)
DENSFa2600.
0:9.8
QZ'4*DENSO(DEI4SF-DENS)0Q*(2.'RP)0'3/(3.OVISC@VISC)

C WRITEC6,1051)QZ,DENS,VISC,MFP
C1051 FORMAT( 'QZ,DENS,VISC,MFP' ,4(EIO.3))

Y~zALOG(QZ)
C DENSF IS PARTICLE DENSITY, G IS GRAy, QZ IS DAVIES NUMBER
DEFINED IN
C DNA TR-5159F-1, P24

IF(QZ .LE. .3261)THEN
VEL*VISC*QZ/(24 .DEN3#2 .fP)
00 TO 1100
END IF

I?((QZ GQT. .3261) .AND. (QZ .LE. 8Z4.175))THEN
VELs(VISC/(DENS'2.'RP))*EXP(-3.18657...992696'YY-

1.531 93E-36 1YO*2-9. 87059E-14'YY' 0 3-5 .78878E-'4*YY"'4
- *8.55lT59E-5'YY"45-3.27815E-63 YY**6)

GO TO 1100
ENDIF
VELQ G.V 84.15)QAN. (O.1666E--.331-4*QZ2.0514-6

IF(QZ GTV8S 17) .ND (Q.L.1667- 1236E40))THEN4E6*
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Z"2 *-6 .9105E-9*QZ*03)/(DENS*2.*RP)

00 TO 1100
ENDIF

IF((QZ .GE. 1140) .AND. (QZ .LT. '4.5EM)THEN
-LQOREYa-1 .29536+..986YTY/2. 303-. 046677*(YY/2. 303)'

+..01 1235#(rY/2.3O3)003
REYNOLa 10.96LOGREY
VELslErNOL*VISC/(2 .'DENS*RP)
ENDIF

C KNUDSEN SLIP CORRECTION
1100 IP(RP.QT.100.*MP) THEN

EXPFACxO.
ELSE
ZlPFACsEXP (- .656#2. 'RP/MFP)
END IF

VELaVEL'(1..( 1 .6414...552'EXPFAC)'MFP/
* (2.*RP))

RETURN
END

SUBROUTINE ATMOS(ZB,DENS,VISC,MFP)

C SUBROUTINE CALCULATES ATMOSPHERIC TEMPERATURE, PRESSURE AND
VISCOSITY
C FOR ALTITUDES UP TO 814,852 METERS (MKS UNITS EMPLOYED)

REAL LK,NUMDEN,MPP
IF(ZB .LE. 11000.)THEN

LKu-. 0065145
TKx288. 15
PKs 101300.
TBaTK4.LKOZB
PBzPKC(TK/TB)0( .0341614/LK)
00 TO 12~40
ENDIF

IF((ZB GOT. 11000.) .AND. (ZR .LE. 20000j))THEN
ZKs 11000.
TKs2 16.65
PKs2269o.
LKu..
TBsaTK
PBaPKOEXP(-.03i1164*(ZB-ZK)/TK)
GO TO 1240
ENDIF

IF((ZD .GT. 20000.) .AND. (ZB .LE. 32000.))THEN
ZKs20000.
T~a2 16 .65
PK.5528.
LK. .001
TBzTK.LKOCZB-ZK)
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pBxPK#(TK/TB)00(.0341611/LK)
00 TO 1240
Et4DIF

IF(-(ZB GOT. 32000.) .AND. (Z8 .LE. 117000.))THEt4
..1:ZKu 32000.

TKu2 28.65
P1.888.8
LIs..0028
TB*TK+LKI(ZB..ZK)
PD.PK#(TK/TB)*( .034164/LI)
00 G TO 12140

* ENDIF
IF((ZB .GT. 117000.) .AND. (ZB .Lt. 51000.))THEN

ZK247000.
T~u270. 65
PK*110.873
1.1.0.
TB*TK
PB*PKOEXP(..03 1 16 40( ZB-ZK)/TK)
G0 TO 12410
ENDTF

IF((ZB .GT. 51000.) .AND. (ZB .LE. 71000.))THEN

ZK*5lOQO.
TK.270 .65
P1.66.9218
L~u .0028
TBxTK+LKO(ZB-ZK)
PBxPK*(TK/TB)00(.0341 6 4 /LK)
00 TO 12410
END:F

IFC(ZB .GT. 71000.) .AND. (ZB .LE. 811852.))THEN

Z~uT 1000.
T~z214 .65

P (3.9553
6

LKKu-. 002
TBaTI.LKO(ZB-ZK)
PBsPK*(TK/TB)'( .03141611/LK)
00 TO 1240
ENDIF

IF((ZB .GT. 814852))THEN
WRITE (6,1230)
00 TO 12141
ENDIF

1230 FORI4AT('PARTICLE ALTITUDE BEYOND RANGE OF PROGR'IM

APPLICABILITY')
1240 VISC.1 .469-6#TB01 .5/(TB+1i0.4)

DENS.. 00314814'PB/TB
NUMDENaDENS#2.55E25/l .23

C PER CUBIC METER: 2.55E25 MOLECULES PER CUBE AT SEA

LEVEL.
C DENSITY AT SEA LEVEL IS 1.23 KG/CUBE

MFPsl/(1.4114NUMDEN*4.5E.'19)
C MFP=1/(ROOT2*NSIGMA)
12141 RETURN
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END

SUBROUTINE SIMGROU(RM,B,MOKENT)
C PROGRAM TO PARTITION PARTICLE ACTIVITY DISTRIBUTION INTO GROUPS

C USES SIMPSON INTEGRATION
COMMON RCENTR(60) ,FRAC(60) ,MC
DIMENSION R(60)
REAL MOMENT,MC,LRL1
EXTERNAL GRANDLK

C GRANDLN COMPUTES NORMAL FUNCTION INTEGRAND FOR SIMPSON
iNTEGRATION
C
C WRITE (6,O)' GROUP LEFT RRIGHT CENTROID ACT
FRAC'

LRL12ALOa(RM)i.(MOMENT-1.)*BB
C (MUST DECREMENT MOMENT TO COMPENSATE FOR LOGARITHMIC R
INCREMENTS)

J20
SUMSO.
DPz. 1
DO 130 POWERu-9.,-3.,DP

JUJ4.1
R(J)u1O.f*POWER
RUP21O*( POWER+DP)
DR=RUP-R( J)
RCENTRC(J) 2SQRT(R(J)#RIJP)
ARGxR( J)
FlzGRANDLN(ARG,LRL1 ,B)
AR~s .50(R( J)'eR(J)4.DR)
F2zGRkNDLN(ARG,LRL1 ,B)
ARGsR( J)*DR
F3zGRANDLN(ARG,LRL1 ,B)
DNDRz(1./6. )*(F1+4.OF2+F3)
FRAC(J) zDNDRIDR
SUMsSUM+FRAC(J)

C WRITE (6,30) J,R(J),'RtP,RCENTR(J),FRAC(J)
30 FORMAT (13,4(ElO.3))
130 CONTINUE

RETURN
9 ND

F"4CTION GRANDLN(R,LRL1 ,3)
C COMPUTES LOG NORMAL FUNC AS INTEGRAND OF SIMPSON INTEGRATION
PRO CEDURE

REAL LRL1
R2PI=SQRT(203. 1159)
EXPARGz-.5*(ALOG(R)-LRL1)"#2/B/B
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IF(EXPARG.LT.-200.)EXPARGs-200.
ORANDLNa1l./R2PI/B/R*EXP(EXPARG)
RETURN
END

--ND OF FILE
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Program INTOPT Listing
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PROGRAM
INTOPT1(INPUT,OUTPUT,TAPE5sINPUT,TAPE6.OUTPUT,PLFILExO)
C COMBINES 75 EVENTS INTO ONE EVENT BASED UPON PARAMETER
STATISTICS
.-C PROGRAM COMPUTES INTERMEDIATE FALLOUT FROM ATMOSPHERIC TEST
SERIES AT NEVADA
C PROGRAM USES MODIFIED BRIDGMAN-BIGELOW SMEARING EQUATION TO
INCLUDE VERTICAL
C SPREAD IN CLOUD SPACIAL DISTRIBUTION

COMMON RCENTR(33),WEIGHT(33),WORK(10000)
EXTERNAL VEL
DIMENSION

ACT( 150,101) ,ZGROUP(33) ,ATRUEC6) ,XTRUE(6) ,IPKRAY(60)
DIMENSION ACTCENT(150),ACTCUM(100,100),WASH(1149),XC149)
REAL LOGNOR,NATHAN,MOMENTMC,PIVX,PIVY
INTEGER EVENT
DATA((ACTCUM(I,J),Ia1,100),Ju1,1OO)/10000*0./
ACTMAXx0.

C EVENT DATA FOR INTERMEDIATE FALLOUT COMPUTATION
C PARAMETERS FOR SINGLE REPRESENTATIVE BURST FOLLOW (YIELD
WEIGHTED AVOS)

YIELD a 3 .27
ZOKFTs34l.1
V ECTORa2246.
VWIND*27 .5

C MPH --- >KM/HR
VWINDzVWIND*1 .60-9
SHEAR.5. 38

.C SET WASHOUT TIME CONSTANT,HRS (REF. C. E. JUNGE, JOURNAL OF
METEOROLOGY)

WRITE(5,*)'INPUT TWASH (HRS)'
READ(6,O)TWASH

C SET UP SIZE GROUPS, LOG NORMAL, OR LOG NORMAL +
EXPONENTIAL TAIL

NGROUPa 33
WRITE(6,O)'INPUT NDIST (1>LOG NORMAL, 2>NATHANS

W/TAIL)'
READ(5,O)NDIST

12 IF(NDIST.EQ.2)WRITE(6,*)'INPUT ROLLOFF N AND RMAX
(MICRONS)'

IF(NDIST.EQ.2)READ(5,f)P1,RMAX
IF(NDIST.EQ.2)RMAXaRMAX*1 .E-6

11 WRITE(6,O)'INPUT RM (MICRONS) AND SLOPE'
READ(5,O)RM,SLOPE
IF(RM.LT.O. )STOP
RMaRM*1 .E-6

C DO 1001 RM2.1E-6,1.E-6,.1E-6
C DO 1000 SLOPE=1.5,3.5,.25

BzALOG (SLOPE)
MOMENTx2 .5
IF(NDIST.EQ.2)CALL SIZNAT(RM,B,MOMENT,P1 ,RMAX)
IF(NDIST..EQ. 1)CALL SIZCNF(RM,B,MOMENT)

CBEGIN EVENT LOOP I -----
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WRITE(6,O)l BVENTa',EVENT
C SET UP BURST PARAMETERS (MT,TOTAL CURIES)

YmYIILD/ 1000.
C MEGATONS

Fpsm .
MCs75.Y*.l*FF*1.E9

C MILLICURIES
C SET UP WIND CONDITIONS (ANGLE IN DEGREES, VELOCITY IN

-KMHR) VICTOR s-VECTOR+e270.
C 38T INITIAL CLOUD HEIGHT, Z DISPERSION, YY DISPERSION

INX8O
SIOYOu 50.

C SIGYOsl.6090
C EXP( .7.ALOO(Y)/3.-(3.25/(4.e.(ALOG(Y).5.1I)'*2.)))
C WS0G FORMULA
C
ZOKFTu4.+6.1*ALOO(Y)-.2050(ALOG(Y).2.I2)OABS(ALOG(Y)i.2.42)

ZO~sZOKFT/3 .28#1000.
C USING HOPKINS FORMULA
C LN~sALOG(Y(EVENT)01000.)
C ZOMsEIPC7.889+..34LNY...001226'LNY'42-.005227*LNY"03
C ..000141TOLNY**l4)

DO 10L' Ksl,NGROUP
ZOROUP(K) aZUO

100 CONTINUE
SIOZO.. 180ZOM/1o4co.
TCxl2.*ZOKFT/6O.-2.50(ZOKFTf6O.)'*2

C BEGIN X INCREMENT LOOP

DEL TXxa20.
C SIT XXsDISTANCE DOWNWIND FROM GZ, COMPUTE ARRIVAL
TIME

DO 700 INXzlIZ49
ORPSUM2O.
XX=PLOAT( INX)ODELTX

GO TO 670
669 PIVXsO.

PIVY2O.
VECTORx~38.
XXSTART20.
IF(..X.GT.1 443.) THEN
VECTOR =24.
XXSTARTx4~43.
PIVX2443.*COSD(38.)
PIVYz443. 'SIND( 38.)
ENDIF

IF(XX.GT.1662.) THEN
VECTOR=-30.
XXSTARTz 1662.
PIVXsPIVX.( 1662. -443. )SCOSD(2~4.)
PIVY=PIVY.(1662.-4J43.)OSIND(2i4.)
ENDIF

IF(XX.GT.2069.) THEN
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VECTOR a-RI.
XXSTARTU 2069.
PIVXsPIVX,(2069 .-1662. )'COSD(-30.)
PIVYaPIVYe.(2069.-1662.)'SIND(-30.)
ENDIF

670 TAaXX/VWIND
DELTATxDELTX/VWIND
DELSECuDELTAT*3600.

C COMPUTE CLOUD DISPERSION IN YY DIRECTION (KM)
TSTARat4IN(3. ,TA)

C -SIO~zSQET

C
(SIGYO*'2.*(1.+(8.'TSTAR/TC)),.5e(SHEARBSIGZO'TA)"02.)

SIG~u5O.,.555.'(EXP(-TA/'40.)-EXPC-TA/10.))
C WRITE(6,*)' ZOM:',ZOM,' SIGY2',SIGY,' TAz',TA
C COMPUTE ALTITUDE OF EACH CONTRIBUTING PARTICLE
SIZE GROUP

DO 680 Kul,NGROUP
RPaRCENTR(K)
IP(ZGROUP(K) .GT.O. )THEN

ZBZZGROUP(K)
ELSE ZB*O.
ENDIF

DZ=VEL(CZBfRP )DELSEC
IP( (ZGROUP(K) .OT.O. ) .AND.

((Z(IROUP(K)-DZ) .LT.O.))
A ~RDEP:RCENTR( K)

ZGROUPCK)uZGROUP(K)-DZ
OR PS UN GR PSUM+
GRNDF(ZGROUP(K),SIGZO,TA,O.)'WEIGHT(K)

A *MC
C WRITE(6 ,679)INX,K,ZB,DZ,
C AGRNDF(ZGROUP(K) ,SIGZO,TA,O.) ,GRPSUM
679 FORMAT( I INX',13,.' GP',13,' ZB',E1O.3,'

DZI ,E1O.3,
IGRNDF',.E1C.3,' GRPSUM',E10.3)

680 CONTINUE
C SET~ VALUE OF CUMULATIVE ACTIVITY ON
CENTERLINE(MILLICURIES)

SEDaGRPSUMOEXP (-TA/TWASH)
WASH(INX)xMCO(l1.-EXPC-TA/TWASH))
ACTCENT( INX) zWASH( INX)+SED

C WRITE(6,685)XX,TA,SED,WASH(INX) ,RDEP
685 FORMAT( I XX2',E8.3,' TAz',E8.3,' SED:' ,E8.3

A ,' WASH2',E8.3,' RDEPz',E8.3)
C WRITE(6,*)'INXz',INX,' ACICENTc',ACTCENT(INX)

GO TO 390
C COMPUTE ACTIVITY/AREA ON THE GROUND ('ACT' IN
CURIES/SQ M)
C FOR EACH XX POSITION, VARY YY OUT TO +-100 KM

DO 380 J2 1,101
YY=FLOAT(J-1 )20.-1000.
EXPON2. 50(YY/SIGY)092..
IF (EXPON.GT.100.) THEN
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EXPFACzO .0
ELSE
EXPFACZEXP (-EXPON)
ENDIF

F-YTA.(SQRT(2.'3P14159)'SIGY)'0(-1 .)'EXPFAC
IFCINX.EQ.1) THEN

ACT(INX,J)aACTCENTC INX)
a *FYTA/DELTX*2.59

c M4ILLICURISS PER SQUARE MILE
IELSE
CACT(INX,J)a(ACTCENT(INX)

£ ~-ACTCENT(INX-1 ) )FYTA/DELTX
ENDIF

C UPDATE CUMULATIVE ACTIVITY
XCzPIVX.( XX-XXSTART)'COSD(VECTOR)

- -YYOSIND( VECTOR)
YCuPIVY.( XX-XXSTART)'SIND(VECTOR)

A ~+YYOCOSD( VECTOR)
ICsINT( (IC+3000 .)/60. )-2000./60.
IF(IC.L&.O) 00 TO 690
JC2INT((YC.3000.)/60.)
ACTCUM(ICJC)=ACTCUM(IC,JC).ACTCINXJ)/9.

ACTMAXSMAX(CACTMAX ,ACTCUM( IC ,JC))
690 CONTINUE

C WRITE(6,#)' XX=',XX,t YYz',YY,' ACTz',ACT(INX,J)
380 CONTINUE
390 CONTINUE
700 CONTINUE
710 CONTINUE

WRITE(6,#)IACTMAX=' ,ACTMAX
GO TO 212

C COMPUTE ACTIVITY ENCLOSED BY EACH CONTOUR
C EACH 60 X 60 KM CELL IS 1390 SQUARE MILES
208 DATA DOWN10,DOWN20,DOWN3O,DOWN4I0,DOWN5O,DOWN60 /600./

AREA 10=0.
DO 200 Izl,lCO
DO 210 Ja1,100
IF(ACTCUM(I,J).GT.10.)AREAlO=AREA1O+1390.
IF(ACTCUM(I,J) .GT.60.) THEN

DOWN6O=DOWN6O+1 390. 'ACTCUM( I,J)
ACTCUM( I, J) 60.
ENDIF

IF((ACTCUM(IJ).(JT.50.).AND.(ACTCUM(I,J).LE.60.))
^DOWN5OmDOWN5+1 390. *ACTCUM( I, J)
IF((ACTCUM(I,J).GT.1402I.AND.(ACTCUM(I,J).LE.50.))
ADOWN40ODOWN4+1 390. 'ACTCUMC I, J)
IF((ACTCUMCI,J).GT.3O.).AND.(ACTCUM(I,J).LE.'4O.))
^DOWN3O=DOWN3+1 390. 'ACTCUM( I, J)
IF ((ACTCUMC I, J) .GT.20.) .AND. (ACTCUM (I, J).LE.30. ))
^DOWN20=DOWN20+1390.'ACTCUMCI,J)
IF((ACTCUM(I,J).GT.10.).AND.(ACTCUM(I,J).LE.20.))
^DOWNlOaDOWN10.1390.*t.CTCUM(I,J)

210 CONTINUE
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200 CONTINUE
CUMlOUDOWN6O4.1OWN5ODOWNLIODOWN3O.DOWN20.DOWrN1 0
WRITE( 6,209) DOWN6 , DOWN5 , DOWN4O DOWN3O ,DOWN20 ,DOWN 10

209 FORMAT( I DOWN60-10=',6(E1O.3))
WRITEC6,*) 'CUMULATIVE DOWN UP TO CONTOUR 10:' ,CUM1O
WRITE(6,O)'CUMULATIVE AREA UP TO CONTOUR 1O:',AREA1O

212 CONTINUE
C COMPUTE FIGURE OF MERIT FOR SIZE DISTRIBUTION OPTIMIZATION

DATA
(ATRUS(I),Isl,6)/O.,14.7E6,47.1E6,55.2E6,6o.3E6,63.3E6/

DATA(XTRUE(I) ,Izl, 6)/C. ,480., 1700 ., 2100. ,2460. ,2800./
F 0 0.
F~s(ATRUE(2)-ACTCENT(24) )"2.
FOsFO+(ATRUE(3)-ACTCENT(85) )"2.
F~uPO+(ATRUE(4)-ACTCENT(105))002.
FO:FO+(ATRUEC5)-ACTCENT( 123) )02.
FOuFO.(ATRUE(6)-ACTCENT(1140))0"2.
WRITE(6,O)ATRUE(2),ACTCENT(24)
WRITE(6,O)ATRUE(3),ACTCENTC85)
WRITE(6,O)ATRUE(l4) ,ACTCENT(105)
WRITE(6,O)ATRUE(5) ,ACTCENTC 123)
WRITE(6,*)ATRUE(6) ,ACTCENT( 140)
WRITE(6,O)'.RM= ',RM,l SLOPE=',SLOPE,' F0:',FO

1000 CONTINUE
1001 GO TO 11

GO TO 800
C DISSPLA CONTOUR PLOTTING CALLS FOLLOW-----------
C PACKAGE PLOTS ACTIVITY GROUNDED VS TIME
799 CALL COMPRS

CALL PAGE(8.5,11.)
CALL AREA2D(5.,5.)
CALL LINES('DATA , IPKRAY1l)

CALL LINES( WASHOUT ONLY , IPKRAY,2)

CALL LINES('AITH SEDIMENT, ,IPKRAY,3)

CALL HEADIN('ACTIVITY GROUNDED VS DISTANCE ',100,1.75,1)

CALL INTAXS
CALL XNAME( 'KILOMETERS, 1100)

CALL YNAME('KILOCURIES1,10

CALL GRAF CO. ,500. ,3000., 0., 10., 100.)
ENCODE( 100, 15,LABEL)NDIST,RM,SLOPE

15 FORMAT(' DIST',12,', RMz',E8.3,', SL0PE=1'P8.31',)

CALL RLMESS(LkBEL, 100,100. ,15.)
CALL THKFRM(.02)
CALL FRAME
DO 10 I=1,149
X(I) :20. 'FLOAT(l)
WASH (I) =WASH (I)11. E6
ACTCENT(I)=ACTCENTCI)/1.E6

C MILLICURIES-->KILOCURZES
10 CONTINUE

DO 20 1=1,6
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ATRUE(I)aATRUE(I)/1 .E6
20 CONTINUE

CALL MARKER( 15)
CALL CURVE(XTRUE,ATRUE,6,-1)
'CALL MARKER(5)
CALL CURVE(X,WASH,149,15)
CALL MARKER( 17)
CALL CURVE(X,ACTCENT,11 49,15)
CALL LBOEND(IPKRAY,3,.25,Ll.)
CALL ENDPL(O)
CALL DONEPL
STOP

800 CONTINUE
END

SUBROUTINE SIZCNF(RM,B,MOMENT)
C SUBROUTINE-TO PARTITION PARTICLE MASS DISTRIBUTIONS INTO
GROUPS

COMMON RCENTR(33),MASPRA(33)
DIMENSION RLEFT(33),RRIGHTC33),HASCNF(33)
REAL MASCNF,MASFRA,MO14ENT,MC
INTEGER GROUP,OFFSET
EXTERNAL CNF

C CNF IS THE CUMULATIVE NORMAL
FUNCTION (RADIUS, RM ,BETA, MOMENT)
C DEFINE LOG NORMAL FUNCTION PARAMETERS, RM BETA
3C FORMAT (13,5(El0.3))

C WRITE(6,9) 'RMz',RM, I Bz',B,' MOMENT=',MOtiENT
WRITE(6,*)'PURE CUMULATIVE NORMAL SIZE DISTRIBUTION

OPERATIVE'
C WRITE(6,'40)
40 FORMAT(' GROUP RLEFT RCENTROID RRIGHTOID ACTV FRAC

CUMULA')
EXPON=-6.
GROUPs 1

RLEFT(GROUP):0.'
RRIGHTCGROUP) :10 .#EXPON
RCENTR(GROUP) :RRIGHT(GROUP)

C WRITE(6,60) RRIGHT(GROUP),RM,B
C60 FORMAT ( 3E10.3)

MASCNF( GROUP )z=CNF( RRIGHiT( GROUP) ,RM, B, MOMENT)
MASFRA( GROUP) :MASCNF( GROUP)

DO 130 GROUPz2, 32
EXPON=EXPON+..
RRIGHT(GROUP):1O .#EXPON
RLEFT(GROUP)xRRIGHT(GROUP-1)
RCENTR(GROUP)=SQRT(RLEFT(GROUP)ORRIGHT(GROUP))
R=RRIGHT(GROUP)
MASCNF(GROUP) :CNF(R ,RM,B ,MOMENT)
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!IASFRA(GROUP )aMASCI4F(OROUP)-MASCNF(OROUP-1)
130 CONTINUE

C LUMP LARGE SIZES TOGETHER IN GROUP WITH RCENTR=1000 MICRONS

K233
RHIGHT(K)u999.

RLEFT(K)sRRIGHT(K-1)
RCENTR(K) uRRIOHT( K-i)
MASFRA(K)ul .-MASCNF(K-1)
MASCNP(K)uCNF(RRIOHT(K) ,RM,B ,MOMENT)

C OUTPUT GROUP DIVISIONS
DO 1140 Ksl,33

C
WRITE(6,30)K,RLEFT(K),RCENTR(K),RRIGH~k&),MASFRA(K),MASCNF(K)
140O CONTINUE

RETURN
END

SUBROUTINE SIZNAT(RM,B,MOMENI,P1,RMAX)
COMMON RCENTR(33) ,ACTFRA(33)

C SUBROUTINE PARTITIONS NATHANS R4 DISTRIBUTION INTO ACTIVITY

GRUSDIMENSION RLEFT(33) ,RRIGHT(33) ,ACTCUM(33)
REAL MOMENT;NC,IA,IB
INTEGER GROUP,OFFSET
EXTERNAL CNF

C C~lF IS THE CUMLT7 :.IVE NIORMAL FUNCTION
C DEFINE NATHANS PARAMETERS

ROaRMOEXP( (Pl1i. ) 'BB)
R2PIxSQRT(2.*3.l14159)

30 FORMAT (13,5(ElO.3))
C WRITE(6,40)

40 FORMAT(' GROUP RLEFT RRIGHT RCENTR ACTV FRAC

EXPON~i-6. 1
GROUP=O

60 FORMAT ( 3E10-3)
DO 280 QROUPrl, 32

EXPONsEXPON+..
RRIGHT( GROUP) :10.**EXPON
IF (GROUP.EQ.1) THEN

RLEFT(GROUP) :0.
RCENTR'( CPOUP) uRRIGMT (GROUP)
E~LSE
RLEFT(GP'0UP)ihRIGHT(GPOlUP- 1)
RCENTRCJ)40UP)2SORT(RLFFT(GIOt JP)'RRIGHT(GROUP))

END IF~
RPzRRIGHTlY.A

C CALCULATE Dý!NOM.N; '-',R WHICH IS F Oi OP-I h IL 1 TOTAL
ACTlVTTY
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EXP(.5 0MOMENT1NOMENTOB1 B) CNF( RO ,RMB, MOMENT )
IF (MOMENT.EQ.(PI-1.)) THEN

IB*RO*RPl1 ALOG (RMAX/RO)
ELSE
I~aRO6 5 Pl0 (RNAX**(MOMENT-Pl.1.)-RO*'(MOMENT-Pl1.1

A /(MOMENT-P1+l.)
END IF

DENOMzIA +. IB
F:IA/(IA + I3)

C ONNOW CALCULATE NUMERATOR WHICH IS PROPORTIONAL TO ACTIVITY

IP (RP.LT.RO)THEN
CNFPART=CNP' *.,Rm',B om,MOMENT)
ELSE
CNFPARTxCNF(RO ,RM,B,MOMENT)
END IF

VIAxROO*(.5+P1/2.)*RM"*(.5-Pl/2.)'RM"O(MOMENT)OB'R2

A EXP(MOMENT'MOMENT'B'B*.5)*CNFPART

IF (RP.LT.RO)THEN
VIBXO.
G0 TO 250I END IF

IF (MOMENT.EQ.(Pl-1.))THEN
VIB=RO**Pl*ALOG(RP/RO)
ELSE
VIB2RO"*Pl'(RP@4 (MOMENT-?1,1.)-R0O'CMOMENT-Pl1ý1.)

/C MOMENT-P1.1. )
END IF

250 CONTINUE
ACTCUM(GROtJP) :(VIAVIB)/DENOM

IF (GOUOLP.EQ.l) THEN
ACTFRA(GROUP) sACTCUM(GROUP)
ELSE
ACTFRA(OROUP)z;ACTCUM(GROtJP)-ACTCUM(GROUp-1)

END IF
C WHITE(6,30)
GMOUP,RLCFT(GROUP),RRIGHT(GROUP),RCENTR(oROUP)
c A ACTFRA(GROUP) ,ACTCUM(GROUP)
280 CONTINUE

C DEFINE GROUP WHICH LUMPS BIG PARTICLES TOGETHER WITH
RCENTR=1000 MICRONS

flRCUP=33
F~LEFT(GROIIP)zRRIGHT(GROtUP-1)
RRIOHTC GROUP) =RMAX
RCENTR(GROUP)zRRIGHT(GRCUP'-1)
ACTFRA(GROUP)u1.-ACTCUM' GROUP-i)
ACTCUM(OROUP)zACTCUM(GFOUP-1).ACTFRA(GROUP)
WRITE (6 ,30)

GROUP,RLEFT(GROUP),R~RIGHT(GROUY),RCENTR(GROUP)
* ACTFRA(GROUP),ACTCUM(GROUP)
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RETURN
END

FUNCTION CNF(R,RM,B,MOMENT)
C COMPUTES CUMULATIVE NORMAL FUNCTION FOR ACTIVITY
DISTRIBUTION

REAL MOMENT

R3xRM*EXP(MOMENTIB*B)
WIE60)Z:(ALOCCR)-ALOG(R3) )/B

C 50 FORMAT (I Zz',E1O.3)
IF (Z) 1060,1050,1050

1050 CNFxl .-.5/(l1.+. 196854*Z,.1 15194*Z'2 +.000344*Z*3 I
+.019527#Z

a 5J~ 004 )9

GO TO 1070
1060 ZZ-Z

CNFs.5/(1.+.1968514Z..115194*Z*02*.000344'Z#03,.019527
#*Z"4)

1070 RETURN
END

FUNCTION GRNDF(Z3,SIGZO,TA,ZTROP)
REAL KDZ
KDZ20.
SIGZzSIGZO#1000.+SQRTC2.*KDZ'TA'3600.)
DELTZ=ZB-ZTROP
AxDELTZ/SIGZ
IF (A) 1060,1050,1050

1050 CýUMNFz1.-.5/C1.+.1968545A,.11519J4CAs*2 .. 00031[4*A*3
+...019527*A

0O TO 1070
1060 A3-A

CUMNFx. 5/( 1. 196854*A+..115194 5A"02+. C03144*A* 3,. 01952

1070 GRNDFx1.-CUMNF
RETURN
END

C FUNCTION Vv-L(ZB,RP)
C COMPUTES TERMINAL VELOCITY OF SPHERICAL PARTICLES USING

FULL DELFIC
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C FALL MECHANICS AND U.S. STANDARD ATMOSPHERE EQUATIONS
C SUBROUTINE ATMOS RETURNS DENSITY, VISCOSITY AND MEAN FREE
PATH AT ALT ZB

REAL MPP,LOOREY
C EXTERNAL ATMOS

CALL ATMOS(ZB,DENS,VISCMFP)
DENS? .2600.
089.8
QZa4ODENSO(DENSF-DENS)*G'(2.ORP)*03/(3AOVISCOVISC)

C WRITE(6, 1051)QZ,DENSVISC,MFP
C1051 FORMAT('QZ,DENS,VISC,I4FP' ,4(E1O.3))

YYaALOG(QZ)
C DENS? IS PARTICLE DENSITY, G IS GRAY, QZ IS DAVIES NUMBER
DEFINED IN
C DNA TR-5159F-1, P24

IF(QZ .LE. .3261)THEN
VEL*VISCOQZ/(24.*DENS*2 . RP)
00 TO 1100
ENDIF

IF((QZ .GT. .3261) .AND. (QZ .LE. 8L1.175))THEN
VEL2(VISC/(DENS*2.'RP))*EXP(-3.18657..992696'YY-

1 .53193E-3'YY"02-9.8705gE-4'YY'03-5.78878E-4'YY"04
+8.551759E-5'YY"*5-3. 278 15E-6'YY"*6)
GO TO 1100
ENDIF

IFC(QZ .GT. 84.175) .AND. (QZ.LT.1140))THEN
VEL:VISC*QZ'(4.166667E-2-2.3363E-JI*QZ+2.01514E-6'Q

Z1#2
a -6.9105E-9#QZO#3)/(DENS#2.#RP)

GO TO 1100
ENDIF

IFC(QZ .GE. 140) .AND. (QZ .LT. I4.5E7))THEN
LOGREY2-1. 295 36*. 986' YY/2. 303-.0O46677*(YY/2. 303)0

02
* . ~,O0011 235*( YY/2.303 )0*3

REYNOLa 10. #LOGREY
VEL2REYNOL*VISC/(2 . DENS*RP)
ENDIF

C KNUDSEN SLIP CORRECTION
1100 IF(RP.I;T.100.*MFP) THEN

EYPFAC2O.
ELSE
EXPFAC2EXP (-. 65602. 'RP/MFP)
ENDIF

VEL:VELO(1..(1.644e.5.'2'EXPFAC)*MFP/

RETURN

SUBRO"TINE AT'1OS(ZB,iJENS,VlSZý,MFP)
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A , '~j

-C SUBROUTINE CALCULATES ATMOSPHERIC TEMPERATURE, PRESSURE AND
%VISCOSITY

.FOR ALTITUDES UP TO 84,852 METERS (MKS UNITS EMPLOYED)
ýREAL LK,NUKDEN,MFP

* IF~ .LE. 11000.)THEN

LKa-.006545
T~x288. 15
fKu101300.
'TBxTK+LK*ZB
PB=PK*(TK/TB)**(.03'1164/LK)
GO TO 1240
ENDIF

IF((ZB GQT. 11000.) .AND. (ZB .LE. 20000.))THEN
ZKu1 1000.
.-T K z92 16 . 55

LKzO.
TBu*TK
PBuPKOEXP(-.034 164*(ZB-ZK)/TK)
GO TO 1240
ENDIF

IF((ZB .GT. 20000.) .AND. (ZB .LE. 32000.))THEN
ZKx20000.
TKx2 16.65

* PK*5528.
LKs. 001
TBaTK+LK*( ZB-ZK)
PBaPK*(TK/TB)*( .034164 /LK)
0O TO 1240
ENDIF

IF((ZB .GT. 32000.) .AND. (ZB .LE. 47000.))THEN
ZKx32000.
TKz228. 65
PK.888 .8
LK: .0028
TBaTK+LK*( ZB-ZK)
PBzPK*(TK/TB)**( 034164/LK)
G0 TO 1240
ENDIF

IF((ZB .GT. 47000.) .AND. CZB .LE. 51000.))THEN
ZKx47000.
TKz270.65
PK=1 10.873
LKxO.
TB. TK
PBsPKOEXP (-.034 i64*(ZB-ZK) /TK)
G0 TO 1240
ENDIF

IF((ZB .GT. 51000.) .AND'. (ZB .LE. 71000.))THEN
ZKz5 1000.
I Ksa270.65
PKz66 .92 18
LF=-. 0028
TBzTK+LKO(ZB-ZK)
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PBxPK*(TK/TB)**(.034164/LK)
00 TO 1240
ENDIF

IF((ZB .0T. 71000.) .AND. (ZB .LE. 84852.))THEN
ZKx71000.
TKs218.65
PK23.95536
Llu-.002
TBaTK÷LKC(ZB-ZK)
PBsPK*(TK/TB)*( .034164/LK)
00 TO 1240
ENDIF

IF((ZB .GT. 84852))THEN
WRITE(6,1230)
GO TO 1241
ENDIF

1230 FORMAT('PARTICLE ALTITUDE BEYOND RANGE OF PROGRAM
APPLICABILITY')

1240 VISCzl.46E-6*TB*01.5/(TB+110.4)
DENS.O003484*PB/TB
NUMDENuDENS*2.55E25/1.23

C PER CUBIC METER: 2.55E25 MOLECULES PER CUBE AT SEA
LEVEL.
C DENSITY AT SEA LEVEL IS 1.23 KG/CUBE

MFP*1./(1.414*NUNDEN*4.5E-19)
C MFPul./(ROOT2*N*SIGMA)

1241 RETURN
END

END OF FILE
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